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ABSTRACT

Underwater acoustic networks have the potential to supgort
large variety of applications, such as environmental andgpeogent
monitoring. However, underwater protocol design is infif&ncy.
Although there has been some work in routing and MAC layer pro
tocols, they only address some of the challenges. A fundthen
primitive that has not yet been researched for underwateranks
is reliable broadcast. Reliable broadcast is required hyyrdéfer-
ent applications, such as in-network node reprogramminghis
paper, we present three reliable broadcasting protocBRES FS-
BRB, and DBRB) that address the specific challenges of therund
water channel. We also compare our approach to two standard r
liable broadcast protocols through extensive simulatom show
that our protocols provide significant gains in terms of beth
ergy consumption and time to complete the broadcast. Mergov
our results demonstrate the importance of addressing thdige
relationship between bandwidth and distance exhibitedrbyra
derwater acoustic channel.

Categories and Subject Descriptors

C.2.1 [Computer—Communication Networkg: Network Ar-
chitecture and Design; C.2.Z¢pmputer—Communication Net-
works]: Network Protocols

General Terms
Algorithms, Design, Performance

Keywords

Underwater sensor networks, acoustic communicationapiel
broadcast, bandwidth—distance relationship.

1. INTRODUCTION

Underwater acoustic sensor networks have the potentialgo s
port a large variety of applications, from monitoring evimental
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factors, such as underwater seismic events or weathertmors]ito

helping in the control of mining equipment, or to supportstgp

navigation. The development of protocols to support thegéica-

tions is presently in its infancy. Due to the deep differexioetween
the underwater and the terrestrial radio propagation enmients,
itis still not clear whether the knowledge gained for radiotpcols

can be reused for designing underwater communications.

While there has been some work performed towards the develop
ment of medium access control and routing protocols, a foneta
tal networking primitive, broadcast, has yet to be explofebad-
cast protocols are necessary for a number of vital netwank-fu
tions, such as route dissemination, neighbor discoverpaopa-
gation of data. In some applicationsd., tsunami detection), data
may be broadcaseg., to reach a a number of relevant destina-
tions in the area, such as weather control stations) or dotae
the destination using multiple paths (in order to achieveghdr
probability of correct delivery). Additionally, some neivk appli-
cations require a reliable broadcast of informatieg.( in-network
reprogramming of nodes). However, the implementation ladlvée
broadcasting on underwater acoustic sensors may be nighsgtra
forward, as acoustic modems have much higher communication
costs than their terrestrial counterparts [1], potentiaibking tra-
ditional methods prohibitively expensive.

Fortunately, the underwater acoustic channel has otheuani
properties that can be leveraged to design new reliabledbasa
protocols that are not available to standard radio netwdrkpar-
ticular, a relationship exists between the distance bddgeacti-
vating a certain link and the bandwidth available for comioan
tion over that link. As the distance increases between nadties
frequency band available for communication is both redusred
shifted toward lower frequencies [2]. Furthermore, the @oaon-
trol flexibility of typical underwater devices is much largian
in traditional radio-based sensor nodes, allowing comuatitn
range variances on the order of tens of kilometers.

The main contribution of this work is the design of threeakle
broadcast protocols (called SBRB, FSBRB and DBRB) for under
water acoustic environments. While the methods we empley ar
somehow inspired by the large amount of expertise that has be
gathered in terrestrial radio networks, there is still akground to
cover to devise methods to implement efficient broadcasgjivgn
the peculiar underwater channel features. In particulardevise a
way to leverage the bandwidth—distance relationship ierotalre-
duce the number of transmissions required to complete thedbr
cast, with the further goal of minimizing both the overalleegy
consumed and the total time it takes to complete the broadttas
is important to account for both of these metrics in the uwaézr
environment, due to the already high base costs of communica
tion and extremely long propagation delays. We test ourtigolsi



through extensive simulation, comparing against two easiof
a traditional reliable multicast protocol, initially dgsied for the
radio environment.

The rest of this paper is as follows. Section 2 presents a hobde

underwater acoustic channels, highlighting the bandwititance
relationship. Section 3 details the descriptions of fivekdé broad-
cast protocols. Section 4 presents the results of our stioola
study. Section 5 gives an overview of the related work in tindeu-
water environment. Finally, Section 6 presents some csiwis
and future directions.

2. DATA RATE AND PROPAGATION
DELAY IN UNDERWATER CHANNELS

Two factors have an importantimpact on the performance pf an

reliable broadcast protocol, namely, the data rate supgdry the
channel and the signal propagation delay. As these tworkssatue
very different in underwater environments, with respectadio
characteristics, any evaluation of broadcast protocabsilshtake
them fully into account. In particular, one of the protoceds pro-
pose is specifically designed to take full advantage of theédth
variation with distance. Therefore, in this Section, weclyi sum-
marize the relevant channel models. More detailed degmngpbf

the models have been presented in a number of other sourefs [2

2.1 Propagation Delay

Acoustic signals propagate in water at much lower speeds tha

radio signals in air. Additionally, the propagation spesdépen-

dent on the depth of the nodes. From the point of view of broad-

cast protocols, the propagation speed affects both theltafare a
node can learn about a lost packet and the time it takes farthe
tire broadcast to be completed. The underwater propagspiead
in m/s has been accurately modeled by Urick as follows [3]:
o(t,S,z) = 1449.05 4 45.7t — 5.21¢* + 0.23t
+ (1.333 — 0.126t 4 0.009t*) (S — 35) (1)
+ 16.3z + 0.1827,

wheret is one tenth of the temperature of the water in degrees

Celsius,z is the depth in meters, anfl is the salinity of the wa-
ter. The most important factor in (1) is the temperature efula-

ter. For oceans, the temperature typically ranges bet@é&éhand

22 °C [5]. The salinity, instead, is in the intervgd2, 37] parts per
thousand gpt) with an average a5 ppt [6].

2.2 Bandwidth—Distance Relationship

The peculiar bandwidth—distance relationship of the unelgsr
acoustic channel derives from the dependency on frequedinilg-e
ited by both the attenuation and the noise power profilesurim, t

the SNR of a received transmission depends on the frequency a

cording to the following equation:
P/A(, f)
N(fH)Af’

where f is the frequencyP is the transmitted power, anfl f is
the noise bandwidth at the receiver. The prodd¢t, f)N(f),

SNR(L, f) = 2

determines the frequency-dependent part of the SNR at afispec
distancel. The available bandwidth at a given distance can be de-

rived by first choosing the frequendy at which the SNR is max-
imum for that distance, and then using $éB bandwidth defini-
tion to derive the upper and lower frequency limits (note the
frequency response is skewed [2], so tfiais not the actual center
frequency).
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Figure 1: The effect of distance on the available bandwidth.

Urick models the attenuatioA (¢, f) in terms of the spreading
loss and the spreading coefficidnfor distancel and frequencyf
as follows [3]:

A(L, f) = " a(f)", ®)

where the first term is called the spreading loss and the deeom
the absorption loss. The spreading coefficient defines thegey

of the propagationi(e., & = 1 for cylindrical, ¥ = 2 for spherical,
whereas: = 1.5 models the so-called practical spreading [3]). The
a(f) term is modeled using Thorp’s formula [7].

The ambient noise in underwater environments is affected by
four components: turbulencévt), shipping activities s), wind-
driven waves V,,), and thermal noise/\;). The following formu-
lae give the power spectral density of the four noise compizna
dB re uPa/Hz as a function of frequency ikHz [8]:

10log N¢(f) = 17—30log f
10log No(f) = 40+ 20(s —0.5) + 261log f
—601og(f +0.03) @
10log Nuw(f) = 50+ 7.5y/w +201log f
—40log(f +0.4)
10log N (f) = —15+420log f,

representing turbulence, shipping, wind and thermal noespec-
tively. The shipping factos ranges betweefi and 1 for low to

high activity, andw represents the wind speedrirys. The overall
noise power spectral density for a given frequerfidg the sum of
all linear-scale terms:

N(f) = Ne(f) + No(f) + Nu(f) + Nen(f)- ®)

The different components impact the noise power spectraitie
at different frequencies. For example, in the frequencygearen-
countered for distances over tens of meters, the turbulemtship-
ping components have very little effect, whereas the otlerdan
become dominant.

Figure 1 plotsf, and the available bandwidth as a function of
the distance between nodesrin highlighting the shift off, to-
ward the lower frequencies, as well as the bandwidth redietk-
perienced at longer distances. Notice also that the bamdsftan
not completely overlapping, making it possible to chooegdiency
intervals available only at short or long distances for iempénting
simultaneous communication in two bands.

3. RELIABLE BROADCAST PROTOCOLS

In this section, we begin by presenting two base-line pac
called SRB and FSRB, and our three broadcast protocolsdcall



SBRB, FSBRB, and DBRB. Reliable broadcast protocols haga be
studied in detail in both the wired [9] and radio-based [1],Het-
work environments. The main problem for reliable broadpast
tocols is to efficiently correct errors affecting differguarts of the
message at different nodes, while avoiding retransmissiomms.
One way to solve this is to use forward error correction (FEC)
encode the block of packets. Then, the FEC block itself can be
transmitted either proactively, or reactively, in the éveha loss.

If the error rate of the channel (either due to noise or doltis)
is sufficiently high, such that retransmissions are coestst re-
quired, FEC is a good solution to achieve higher reliabikitthout
increasing the overall traffic. In the FEC version of SRB (B$JR
each message is encoded before packet transmission béfgies-
sume that the same encoding mechanism is used by each nigde; th
minimizes the computational cost of message forwarding,resle
that receives all of the encoded packets does not need tdeleod

Packet FEC block codes are characterized by the number of seg then re-encode the message before repeating the broadease,

ments of an encoded block of data that are required to sufotdgss
decode the entire message. For example, consider a ReaahS0l
code [12]. Ifk segments of data are encoded into a block: of
packets, then a node can correct uplge‘ﬁ errors orn — k erasures
(i.e., errors known to have taken place). Thereforeeif,, CRC
codes are used to check the correctness of the receivedipaake
node can reconstruct the whole message from/anout of then
segments.

However, FEC cannot guarantee reliability. If the erroeraf
the channel increases beyond the corrective ability of tiie cre-
transmission must be resorted to. Hybrid FEC/ARQ schemes fo
multicast and broadcast have been used in both wired antkasdre
environments [13] to help reduce retransmissions. In fact,sin-
gle stream of packets, different nodes may lose differenkqia:
in that case, FEC reduces the implosion of retransmissiqurests,
and ARQ handles the losses FEC was not able to compensate for.

The following subsections detail three protocols we eveldifor
reliable broadcast in underwater environments. The firdtsat-
ond protocols have two versions each, one without FEC andsne
ing hybrid FEC/ARQ. The third protocol always makes use o€FE
For each protocol, we refer to the entire content of the brasidas
the broadcast message. Each broadcast message is divided into a
number of packets, depending on the minimum transmissitioiin
the acoustic modem and the size of the message. Each paoket co
tains a header with unique packet numbers and the total nuofibe
packets making up the broadcast message. We also consider so
restrictions on what it means to reliably broadcast a mesgagll
nodes in a network. First, we assume that no partitions exisie
network. Second, we do not consider node failures. Noderésl
essentially have two effects on reliable broadcast perdooa: the
failed node will not receive the message, and a network tjmarti
could result. Since neither condition can be solved via adicast
protocol, we believe these assumptions are reasonable.

3.1 Simple Reliable Broadcast (SRB)

The first protocol, Simple Reliable Broadcast (SRB), is mat-s
cifically suited to the underwater environment and is useduas
base-line for experiments. With SRB, every node, upon vaugi
the broadcast message, re-broadcasts it to all its neighbothe
event that one or more packets in a message are not received by
node, the node waits until no broadcast packets are ovetfizaa
pre-defined time interval, and broadcasts a retransmiseiquest
to its neighbors. Upon receipt of this request, the neighloon-
tend for the channel by randomly choosing a backoff time & th
interval. The node whose timer expires first retransmitspek-
ets. The delay in requesting retransmissions allows timehfe
normal rebroadcasts from neighboring nodes to correctrérmest
mission errors at the cost of some delay, that is indeed kept, |
and does not significantly impact the dissemination deléar@el
contention at the MAC layer for SRB and all other protocolthis
paper use a carrier-sense collision avoidance (CSMA) MA@rla
protocol similar to the one proposed in [14]. This protocasw
developed to minimize collisions in the underwater envinent.

SRB ensures reliability only by retransmission requestsereas
FSRB employs FEC to correct errors and resorts to retrasgms
only if FEC fails.

It should be noted that with SRB and FSRB, every node repeats
the broadcast. This potentially adds a number of transamisshat
are not necessary in reasonably dense netwamrkswhere nodes
have multiple neighbors). Indeed, it has been shown thatuo
rent radio devices, the most energy-efficient broadcastesty is to
use the maximum transmit power and to reach the greatesterumb
of neighbors with each transmission [15]. In underwateruaeo
tic networks, however, transmitting to the longest possilittance
at the highest power is not the most energy-efficient saufdg.
The protocol described in the next Section addresses thidgm
by leveraging the bandwidth—distance relationship exibby the
acoustic channel.

3.2 Single-Band Reliable Broadcast (SBRB)

Essentially, Single-Band Reliable Broadcast expands SRRB b
employing long range communication to notify all neighbtirat a
broadcast has started, and then using shorter-range ismi@ns to
send the messages to neighboring nodes. If any node does-not r
ceive the whole broadcast after a time interval, it askseatghbors
for retransmissions as specified hereon.

When a node wants to originate a broadcast, it sends a lowggra
signal in the appropriate frequency range at a high powesl lev
notifying the greatest possible number of nodes of the éonrtfn
ing transmission. It should be noted that all communicatiotiher
than the broadcast initiation signal take place in a higlofiency,
low-power band, and thus do not collide with these long ramge
tification signals. Along with the high power used to notifgthew
broadcast, this significantly reduces the probability trat notifi-
cation signal will be lost.

After advertising the beginning of the broadcast, the seuses
the larger bandwidth and lower power enabled by short-range
munications to send the broadcast to its nearest neighBorse a
node successfully receives the entire message, it confendse
channel to begin its own transmission using its short raragelb
width and power. If the node loses the contention and resahe
broadcast from one of its neighbors, it does not attemptrwdd
the message any more. If the node wins the contention, itssend
the first packet of the message to notify the nearest neigttben
switches to the long-range bandwidth and sends a broadoast n
tification to communicate to all other nodes that the brosdisa
making progress. Once this message is sent, the node cesiplet
the broadcast transmission on the short-range band. ¥iifdthe
node loses the contention, but does not hear the broadcastgee
being forwarded by any neighbor, it re-contends for the nbhto
transmit the broadcast.

If any segments of the broadcast should be lost, the node wait
for the channel to be idle for a certain time interval and teends
a retransmission request to its neighbors, as in SRB. Inacasde
has received the long range broadcast notification, but oedoast
packets, it waits a longer time interval, then requests tbadrast
from its neighbors and resets the timer. If a second longdime



occurs, it expands its transmission radius and requestsrtaal-

cast message again. This process continues until some awifg h
the broadcast message receives the request and initiatémasr

mission.

Note that, similar to SRB, SBRB achieves reliability thrbug
retransmission requests, whose impact is reduced thrargjet
timeouts and slowly expanding request reaches. For thsorea
SBRB is more likely to be affected by losses (fewer redundant
transmissions of the broadcast message are sent). HerBBB;S
the FEC-enhanced version of SBRB, should exhibit much bette
performance. Similar to FSRB, FSBRB encodes the message pri
to initiating the broadcast.

3.3 Dual-Band Reliable Broadcast (DBRB)

The final protocol, Dual-Band Reliable Broadcast (DBRBY}, op
erates similarly to SBRB, except that instead of sendingt éinoad-
cast message notifications on the long distance, high poaret,b
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it uses this band to send some FEC data that can be used by nodes

to correct errors. Every node that repeats the broadcads seme
redundant data using the long distance band. As a consegjuenc
after a small number of sensors have retransmitted the tastd
many nodes throughout the network are likely to possessmuiffi
redundancy to reconstruct the message completely. Toiwsathe
amount of redundancy sent on the long distance links to bedtun
with the aim to spend less energy and yet ensure a reasomedite e
correction ability. However, this protocol requires sonmaning
time, as there might be insufficient redundancy availabtotoect
errors on the first forwarders, that in turn tend to requiteares-
missions more frequently.

4. SIMULATION RESULTS

To test the performance of the five protocols described gbove
we implemented them in a simulator we designed to test uraderw
ter networks. Our simulator fully accounts for the model lof t
underwater channel as described in Section 2.

A carrier-sense collision avoidance (CSMA) MAC layer proto

col similar to the one proposed in [14] was used for channetse:
It provides mechanisms to effectively operate in the presesf
the long delays found in the underwater environment. Thasgsr
col maintains a low number of collisions per packet, excepeiry
high traffic situations. Hence, most of the packet error &/@m
the network come from collisions, with only a small portiogiry
accounted for by ambient noise.

In addition to modeling the error due to noise and attennatio
as well as MAC layer collisions, we use an additional paramiet
the MAC layer that allows us to increase or decrease the phde
probability, in order to test the protocols over a wide raoferror
rates.

We used a topology generation algorithm that randomly glace
nodes in &km x 5km x 5km network, and then adjusts node
placement to make a fully connected network given the tragism
sion range. We generated many scenarios by varying thierang
between100 m and2 km. Additionally, we varied the number of
nodes placed in the network betwe&hand700.

We model the acoustic modem after the WHOI micromodem
specifications [16], with transmit powers betwddnW and50 W.
The short-range frequency band usedd¥{Hz-55 KHz whereas
the long-range frequency band spans frolHz to 13 KHz. We
used96 byte packets and varied the number of packets per broad-
cast message fromto 20. Additionally, for protocols using FEC,
we fixed the error correcting ability to a single packet ofbhead-
cast message. Further optimizations for the broadcasbqoist

include adding adaptive FEC to tune the correction capdslas
the error rate on the channel changes.

All experiments represent the averages oMeruns with differ-
ent random topologies generated for each run. For all exgsrs,
we maintained5% confidence intervals betweéft and2.5% of
the averages.

4.1 Coverage

There are two components to a fully reliable broadcast proto
col. The first concerns whether a node node, once it receives o
packet of the broadcast, receives the entire broadcasayessic-
cessfully. The second concerns whether all nodes in theanketw
receive the broadcast message. This latter concern weavaf-
age. In any wireless network, without pre-knowledge of all oéth
nodes in the network, it is impossible to guarantee full cage.
Reliable broadcast protocols in this environment can onyrjise
statistical coverage. The protocols in this work deal witis sit-
uation. The network coverage of a reliable broadcast pobtisc
complete only if all nodes in the network are reached. As goéam
situation, consider a node that is placed on the edge of tweorie
and has only one neighbor. If that node fails to receive adwast
packet from it's only neighbor, there is no way for it can knihat
a broadcast is being propagated, and thus it will never stcue
retransmission. Additionally, there is no completely sweey for
the sender to know if a node in the network has not received its
broadcast. For our protocols, once a receiving node obpeairtsof
a broadcast, it will receive the entire broadcast, throlghuse of
either FEC or repeated retransmissions. Having multiptketa
make up a single broadcast message increases the chartabe tha
entire network will be covered, by increasing the probapiihat
each node will receive at least one packet of the message.

Figure 2 depicts the fraction of nodes that successfullgivec
the broadcast message using SBRB as a function of the nurhber o
packets making up the broadcast message for different protr
abilities. For all error rates tested, the fraction of nodeEseiving
the broadcast message converged to one after the numbetkof pa
ets was increased th For the remainder of experiments presented
in this paper, the broadcast message size was held consteint a
packets (the FEC encoded messages whzpackets).

4.2 Varying the Error Rate

In the next set of experiments, we varied the error rate of the
channel to see its effects on the energy consumption neededt-
plete the broadcast and the time from the initiation of tleabcast
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to when the last packet is received. In this section, we ptege 12
sults fromd different network densities. Each of these networkden- 4
sities requires a different minimum transmit power thatlsamsed § 1
and still have a connected network. In turn, this power {edas to ?é
a minimum distance that must be covered with each transonissi T 08
for keeping the network connected. This parameter is inaport 2
since it affects the energy cost of each transmission ingesm g os
energy, as both the transmit power and the transmission di@e :
increased at longer distances. ci» 0.4

Figures 3 and 4 depict the energy consumption and time to com- §

0.2 |

pletion, respectively, as the error rate on the channeldsased.
For both graphs the y-axis is normalized to the performarfce o
SRB. The key to notice is that for error rates lower than about
3%, SBRB outperforms FSBRB and DBRB [®#% to 5%. At
higher error rates, the savings from using FEC become akitic
and FSBRB and DBRB begin to outperform SBRB. In all cases,
the gains achieved by leveraging the bandwidth—distarietion-
ship for SBRB, FSBRB, and DBRB produce considerable sayings
consuming around0% to 50% of the energy required by SRB
and FSRB. As one would expect, the time to completion follows
roughly the same curve, since energy increases in these axasei-
rectly related to the need for more transmissions. Addiiignthe
delay increase incurred in SBRB for using the long-rangeilian
notification is completely dominated by the total numberrahs-
missions needed to complete the broadcast. This is not Heeiga
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Figure 7: Energy consumption,2 km min transmission range

longer range transmissions could be seen in the graphs;veowe

SBRB and DBRB still outperformed SRB and FSRB by no less

than16%. Since the time results are along the same lines as the

energy results for all experiments in this section, we ohent due

to space considerations.
Figures 5 to 7 depict the energy consumption normalized #® SR

for minimum transmission ranges 890 m, 1.2 km, and2 km, re-

networks tested with to 20 nodes, where the added times for the spectively. As the transmission range required to avoievorkt
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partitions increases, SRB performs progressively worbés i€ di-
rectly due to the large number of transmissions still needetthe
increase in the cost of transmissions. Furthermore, aehigiror
rates and longer distances, DBRB begins to outperform FSBRB
about3%. This suggests that, at longer minimum distances, if an
adaptive FEC were used by DBRB, significant improvements ove
FSBRB could be realized.

4.3 Varying the Minimum Transmission Range

To more accurately view the effects of minimum transmission
ranges on the performance of the various protocols, in gagan,
we present results that vary the transmission range fagreifit av-
erage error rates.

Figures 8 and 9 depict the energy consumption and time to com-

pletion respectively, as the minimum transmission rangavimd
network partitions is increased. For both graphs the y-&xisor-
malized to the performance of SRB. The first thing to notiché
minimum transmission range has no effect on FSRB, becaesg ev
node repeats the message. As the transmission range e rdes
total cost for sending a message increases; therefore, SB&B
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Figures 10 and 11 depict the energy consumption as a furaftion
the minimum transmission distance for error paramete&§oand
10% respectively. It is worth noting that the increasing safian

between SBRB, FSBRB, and DBRB as error rate increases is not

affected by changes in minimum transmission distance. herot
words, no matter what minimum transmission distance, ietier
rate is high, DBRB outperforms the other protocols by an ayer
of 3%.

5. RELATED WORK

The use of acoustics for underwater communication hasvettei
increased interest in recent years. While the main use afstico
waves is still sonar detection and ranging, as well as telsrfier],
relatively recent efforts have proven that reliable linlkes de set
up in water, using signal processing techniques that peogimbd
communication efficiency or speed [18-21].

While there are still many open issues in building underwate
acoustic networks [22], some papers have contributed talé¢he
sign of MAC protocols for underwater networks. A discussion
of deterministic multiple access schemes for underwattvorks

BRB, and DBRB all save increasingly more energy as compared was presented in [23]. A more comprehensive comparisonalf su

to SRB as the minimum transmission range increases, dueito th
ability to minimize the number of transmissions requirecdm-
plete the broadcast. As with the results in the previousestium,
the time results follow the energy trends as expected, aathas
omitted for the rest of the experiments in this Section.

schemes in clustered environments has been more recenilydca
out in [24]. Other protocols have been more specificallyotaidl
to the underwater acoustic channel features. For examjuge®
FAMA [25] focuses on collision avoidance. It sets up shangd s
chronization among the sensors, whereby the time is diviied



slots sufficiently long to accommodate for the maximum rotnial
time in the network. Transmissions are preceded by an RTS/CT
handshake, and may take place only at the beginning of aeslet,
suring that the channel is sensed busy when another tragismis
is going on. PCAP [26] also pursues collision avoidance.dkes
the duration of a handshake predictable, by inserting projat-
ing intervals before the transmission of the CTS. This deléne
setup of the link enough to “simulate” the maximum propawati
delay between the two nodes. In turn, this allows the trattemi
to carry out other tasks while waiting for the receiver tolyefrhe
approach in [27] is quite different, as collision contros@ught in-
stead of avoidance. The nodes preemptively perform an RTS/C
exchange and wait before transmitting data. During thig tiraie,

distance from an energy consumption point of view. Moreoter
authors infer that routing protocols should be designed atchm
such a distance, or if possible, to approach it from belovogeh
ing closer neighbors), considering linear as well as 3-dsranal
topologies.

Notice that even though [30, 31] rely on packet FEC as we do,
they only transmit over a single channel that is suited tmadles
in the network. Unlike [30, 31], the approach we take in traper
is different. We devise different techniques to exploit thenge
in the available bandwidth with varying distance to conveyCF
toward all nodes, with the aim to perform reliable broadegsin
an underwater sensor network.

the recipient may hear another RTS meant for another node andg., CONCLUSIONS AND FUTURE

could be able to warn the transmitter in time to avoid theicoll
sion. Also, if the transmitter hears another RTS during théing
time, it delays its transmission for the same reason. Th®pob

in [27] cannot avoid collisions completely. However, theueed
length of the waiting times ensures a globally greater thhmuit,
outperforming Slotted FAMA. Moreover, there is no need tarma
tain the nodes synchronization. Another protocol spedifitai-
lored to underwater acoustic networks is UWAN-MAC [14]. It
is designed to save energy through very low duty cycles, and f
cuses on collision avoidance through a sort of adaptive TDMA

DIRECTIONS

Underwater acoustic networks have characteristics tleatetny
different from their terrestrial, radio-based countetpa®ne of the
most important differences is the relationship betweenatel-
able bandwidth and the transmission distance. In this paper
present the design of three reliable broadcast protocatslakier-
age this relationship to outperform standard, radio-baseddcast
approaches in terms of energy consumption and time to caenple
the broadcast. Our three protocols, Single-Band Reliabtax@®

Each node has an awake/sleep schedule and transmits whies awa Cast, FEC Single-Band Reliable Broadcast, and Dual-Baridl Re

Upon synchronizing with their neighbors through specialkess,

able Broadcast each leverage the ability to use small baricsts-

the nodes know when to wake up to hear nearby transmissions.Mit long distances to alert nodes that broadcasts are togeeted.

All data packets carry schedule information so as to redueed-

tal overhead. HELLO packets are used to recover from erimeo
synchronizations, such as waking up and hearing no trasgmis
by the intended sender. The authors in [1] argue that therdliff
ence between transmit and receive power can be exploited-in u

Then, by reducing the transmission range and selecting aerly
tain nodes from each neighborhood to repeat the broaddeest, t
protocols dramatically reduce the total number of transiois re-
quired.

Our extensive simulation study demonstrates that both ESBR

derwater networks and discuss how to manage idle time in that @"d DBRB yield significant gains in terms of energy consuonpti

light. The conclusion is that near-optimal energy perfarogacan
be reached if ultra-low power transducer wakeup modes doaild
implemented. On a similar line of thought, Tone-Lohi [28k#
to avoid collisions by sending very short busy tones, thatccbe
heard by other nodes during idle channel monitoring.

From the point of view of routing, most of the literature is fo
cused on the adaptation of terrestrial radio protocol touthger-
water environment. For example, Vector-Based Forward®8j [
lets nodes compute the angle of arrival of an overheard &cous
signal to understand their position with respect to a cyloal area
connecting the source to the destination. If a node is irsidé an
area, it is allowed to forward the packet. To achieve the man
advancement, the eligible forwarders delay their openatioro-
portionally to their distance from the sender, so that neadues
refrain for a longer time and can overhear the packets fatedby
farther neighbors. Segmented Data Reliable Transport {S[3R]
employs FEC to guarantee error protection. Each node eacouke
forwards data continuously using a simplified version ofritao
codes, until some positive feedback is received. To avoisting
too much energy, packet transmissions are “windowed:” #ekp
ets inside the window are transmitted at full rate, wherelmsvar
rate is used for those outside the window. Each receiver oeust
code the whole block of data before transmitting again. [H,[3
the authors deploy a framework for addressing delay-seasind
-insensitive applications, involving Reed-Solomon paateding
and scheduling of packets according to their delay requeres
The focus of the investigation is on the impact of the longagsl
and stronger attenuation of the acoustic channel on packéng.
The variation of the available bandwidth with distance ietainto
account in [4]. The conclusion is that there exists an ogdtima

and time to completion, as compared to the other protocaifli-A
tionally, DBRB performs the best when the error rates aré.hig

Future work includes investigating the use of adaptive FEC i
FSBRB and DBRB. Our results suggest this optimization shoul
produce even larger savings, though it is unclear whethéeRBBr
FSBRB would perform the best. Additionally, FEC coding soles
that are not block codes may allow significant advantagebdtr
protocols.
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