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Abstract—Interest in underwater acoustic networks has grown
rapidly with the desire to monitor the large portion of the world
covered by oceans. Fundamental differences between underwater
acoustic propagation and terrestrial radio propagation may call
for new criteria for the design of networking protocols. In
this paper, we focus on some of these fundamental differences,
including attenuation and noise, propagation delays, and the
dependence of usable bandwidth and transmit power on distance
(which has not been extensively considered before in protocol
design studies). Furthermore, the relationship between the energy
consumptions of acoustic modems in various modes (i.e., trans-
mit, receive, and idle) is different than that of their terrestrial
radio counterparts, which also impacts the design of energy-
efficient protocols. The main contribution of this work is an
in-depth analysis of the impacts of these unique relationships.
We present insights that are useful in guiding both protocol
design and network deployment. We design a class of energy-
efficient routing protocols for underwater sensor networks based
on the insights gained in our analysis. These protocols are
tested in a number of relevant network scenarios, and shown to
significantly outperform other commonly used routing strategies
and to provide near optimal total path energy consumption.
Finally, we implement in ns2 a detailed model of the underwater
acoustic channel, and study the performance of routing choices
when used with a simple MAC protocol and a realistic PHY
model, with special regard to such issues as interference and
medium access.

Index Terms—Underwater acoustic networks, routing schemes,
performance analysis, characteristic distance, energy-efficient
protocol design.

I. INTRODUCTION

THE GROWING interest in the design of underwater
ad hoc networks is driven by the desire to provide

autonomous support for many activities, such as monitoring
of equipment (e.g., underwater oil mining rigs) and natural
events (e.g., underwater seismic activity). Radio technology
is unsuitable for underwater environments due to its poor
propagation through water. As a result, acoustic modems are
the current technology of choice for these scenarios [1]–[3].

Underwater protocol design has drawn the attention of the
networking research community only very recently, and as a
result little work exists in this area. While considerable work
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has been done at the physical layer [4]–[6] and in building
devices [7], work at higher layers of the protocol stack is
just beginning [1]–[3]. There have been a few proposals for
MAC-layer schemes to handle increased delay while still
providing reliability or energy efficiency [8]–[14]. This work
has shown that the differences in propagation properties for
underwater acoustic signals may greatly affect the optimal
choices for MAC-layer protocols, and that there is still much
room for innovation. Early work on routing and transport
layer protocols has focused on dealing with the long delays
present for acoustic signals while providing energy-efficient
reliability [15]–[18], but has not included important propaga-
tion factors such as the bandwidth-distance and power-distance
relationships, which affect energy consumption through both
power and rate, nor specific modem energy consumption
characteristics.

Energy-efficient routing in terrestrial networks has been
well studied and a large number of algorithms have been pro-
posed [19]–[25]. Some of these algorithms deal with increas-
ing the hop-count, thereby decreasing hop-distance, which
may result in lower total energy consumption. Other works
deal with selecting paths that allow the maximum number of
nodes to transition into a low-power sleep state. The relation-
ship between the total energy consumption along a straight
route and the number of hops has been explored in [26],
where it is also shown that in this case the minimum energy
path consists of equally spaced relays, where the optimal hop
distance (called characteristic distance in the paper) can be
analytically computed from the propagation characteristics and
a first-order energy model. The implications this result has on
the design of routing schemes, not explored in [26], have been
considered in [27], where forwarding techniques are designed
in the context of energy and traffic balancing. The paper that
comes closest to our approach is [28], where a routing protocol
is designed in which a relay is chosen as the node closest to
the optimal relay position determined in [26].

A critical component for the development of routing proto-
cols is the understanding of the impacts of channel properties,
such as path loss and bandwidth, on key metrics used for
routing, such as energy consumption and delay. While work on
capacity and bandwidth for terrestrial radio networks is well
known [29], no equivalent work is available for underwater
acoustic networks. Preliminary link capacity results were
presented in a very recent paper [30], that defines the impact
of the bandwidth-distance relationship on link bit rate and
power but does not directly extend to a multihop or multi-
flow viewpoint.
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In the present paper, we develop algorithms to minimize
the total path energy consumption in an underwater acoustic
network by leveraging observations made through a study
of the impacts of the propagation characteristics of acoustic
signals. To our knowledge, this is the first attempt to perform
such a study for underwater acoustic networks. Taking these
effects explicitly into account provides a much more realistic
study, and leads to different design criteria, whereas traditional
approaches lead to inefficient solutions. When considering
a different scenario (underwater vs. terrestrial), where the
rules of acoustic propagation are significantly different from
those for radio, it remains to be determined whether the
design criteria and the results reported for terrestrial networks
still apply. For example, in underwater acoustics, where the
relationship between the relay displacement compared to the
optimal position and the energy consumption is significantly
asymmetric (i.e., choosing longer- rather than shorter-than-
optimal hops leads to significantly different degrees of energy
suboptimality), the symmetric approach of [28] does not
necessarily lead to good solutions. In addition, the analyses
reported in [26]–[28] tend to consider rather simplified net-
work deployments, or do not study in detail the suboptimality
effects related to the random node deployments.

The main contribution of this work is the first in-depth
analysis of the effects of all the main characteristics of
underwater acoustic signal propagation and of the acoustic
modem energy consumption profiles on energy-efficient rout-
ing design. To this end, we first present in Section II the
characteristics of underwater acoustic channels (highlighting
especially the bandwidth-distance relationship), the energy
consumption profile of current acoustic modems, and the
relevant computations of delay and energy consumption over
an acoustic link, which provide the basis for the analysis of
multihop schemes in an underwater scenario and the design
of proper protocols. To provide protocol design guidelines,
we analyze the routing performance based on hop-distance,
delay, and energy consumption. We first develop in Section III
a simple analysis to test the effect of hop length and node
density on the statistics of the path energy consumption.
Based on the key observation that an optimal hop distance
exists, in Section IV we develop routing algorithms where
relays are chosen so as to provide a hop length close to the
optimum, and compare them with standard routing approaches
such as shortest path and greedy minimum energy, as well
as the centrally computed minimum-energy benchmark. By
means of simple simulations, we show that the overall path
energy consumption for the routes found by the proposed
algorithms is always close to the optimum and significantly
better than those obtained with the other schemes. For a more
realistic evaluation, we also implement a complete protocol
suite (PHY, MAC, routing and application) together with the
underwater channel model in ns2, and use this model to test
the impact of some issues expected in real systems, such
as interference and congestion, on the performance of our
routing protocol. The numerical results again show that our
approach outperforms other strategies, achieving better trade-
offs between energy, throughput and delay. Finally, Section V
outlines some conclusions and future directions.

II. BASIC FEATURES OF UNDERWATER PROPAGATION

This section characterizes the unique bandwidth-distance re-
lationship, signal-to-noise ratio (SNR), and propagation delay
in an underwater acoustic channel. For a more complete de-
scription of underwater channel characteristics see Urick [31]
and Stojanovic [30]. The energy consumption characteristics
of a typical acoustic modem, as well as the relevant link
budget equations to be used in the computation of path energy
consumption, are also described.

We stress that all these features of acoustic propagation
and devices significantly affect the performance of a protocol.
Unlike past efforts, in which only a subset of these effects
were considered, the protocol design proposed in this paper is
the first to explicitly include all of them.

A. Attenuation and propagation delay

The attenuation factor A(�, f) of an underwater acoustic
channel for a distance � and a frequency f can be empirically
modeled in terms of the spreading loss, the absorption loss,
and the spreading coefficient k, as follows [31]:

10 logA(�, f) = k · 10 log � + � · 10 log a(f), (1)

where the first term is the spreading loss and the second term
is the absorption loss. The spreading coefficient defines the
geometry of the propagation (i.e., k = 1 is cylindrical, k = 2
is spherical, and k = 1.5 is practical spreading [31]).

Thorp’s formula (also empirically derived) can be used to
express the absorption coefficient a(f) for frequencies above
a few hundred Hz as follows [32]:

10 log a(f) = 0.11f2

1+f2 + 44f2

4100+f2 + 2.75f2

104 + 0.003, (2)

where a(f) is given in dB/km and f is in kHz. The absorption
coefficient is the major factor that limits the maximum usable
bandwidth at a given distance, as it increases very rapidly with
frequency. This model describes the attenuation on a single,
unobstructed propagation path. If a tone of frequency f and
power P is transmitted over a distance �, the received signal
power will be P/A(�, f).

The underwater acoustic propagation speed c in m/s has
been shown to depend on a number of factors, including
the water depth and its temperature and salinity [31]. For
the purposes of this paper, also in view of the rather weak
dependence of c on these factors, we assume c = 1500 m/s,
which is a commonly considered average value. The use of
more sophisticated models, e.g., to relate the depth of an
underwater link to the corresponding propagation delay, is left
for future study, although we do not expect them to provide
any significant additional insight on routing, compared to what
is discussed in the present paper.

B. Transmission Distance and Bandwidth

For typical terrestrial radio environments, shorter trans-
mission distances lead to either the ability to use lower
power (due to less signal attenuation), or the ability to use
higher bit rates (due to a higher signal-to-noise ratio), but
the bandwidth available remains constant. For the underwater
acoustic environment, however, not only do these two effects
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Fig. 1. 1/AN factor vs. frequency, for various link distances

exist but the bandwidth available increases as the distance
decreases, a fundamental difference between acoustic channels
and radio channels. This is due to the fact that both signal
propagation and noise in underwater environments show a
significant dependence on frequency [31], unlike in wireless
radio where the noise at the receiver is well approximated as
white, and frequency selectivity, though present, is usually less
pronounced [33]. The combination of these two effects, repre-
sented by the attenuation A(�, f) and the noise power spectral
density N(f), characterizes the communications behavior in
the frequency domain.

The complex distance–bandwidth relationship is best expli-
cated by considering the 1/AN factor (which is proportional
to the SNR at the receiver) across frequencies for different
distances (Figure 1). For a given value of the distance �,
there exists a frequency that corresponds to the best attenua-
tion/noise combination for the channel, and the bandwidth can
then be defined using some criterion. In [30], two examples
were given, i.e., a heuristic 3 dB bandwidth definition and an
optimal capacity-based bandwidth definition. In both cases,
as distances decrease, not only do the maxima in the curves
change (different attenuation), but also the widths of the curves
change (different bandwidth). This corresponds to a broader
bandwidth spectrum available to the shorter links, allowing a
larger link capacity. Figure 2 shows the best frequency as a
function of the link distance �, with the bars representing the
available bandwidth.

Following the theoretical analysis in [30], for a given
performance objective (target SNR) the usable bandwidth
B(�) and the required transmit power Pt(�) can be calculated
as a function of the transmitter-receiver distance, �. Such
relationships can also be approximated by empirical formulas
of the form

B(�) = b�−β, Pt(�) = p�π (3)

where the positive parameters b, β, p, π depend on the target
SNR. More details can be found in [30].

Note that the theoretical behavior illustrated in (3), where
the transmit power and the transmission bandwidth can be
adjusted to any value, is not available in current devices, and
may present significant difficulties even in next generation
modems. The analysis that we present, however, has signifi-
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cant theoretical value both as a bound to what can be achieved
and as a motivation for more capable devices, e.g., based on
software-programmable waveform design.

C. Energy consumption of acoustic modems

For each specific acoustic modem interface, the receive
energy is fixed (as an example, we consider here the WHOI
micro-modem [7] that has a few Watts of receive power). The
transmit energy of the WHOI micro-modem has a maximum
transmit power of 50 W that can achieve over 190 dB re μPa
of acoustic pressure (acoustic pressure is the equivalent of RF
power for underwater environments) at distances up to 4 km.
It has a 10 W minimum transmit power level, potentially pro-
viding a 40 W dynamic range for power control.1 Because this
range represents 80% of the maximum energy consumption in
transmit mode, transmit power control has the potential to have
a large impact on energy consumption. By way of contrast, the
dynamic range for power control in current radio modems is
on the order of 90 mW and only represents a small percentage
of the maximum energy consumption in transmit mode [34].
Additionally, the difference in energy consumption between
receive and idle modes for acoustic modems can be an order
of magnitude or more [2], [7], whereas for radio modems they
are nearly identical [34], an aspect that can be exploited in the
design of energy-efficient topology control schemes [35].

D. Computation of the hop delay and energy consumption

The attenuation equations of Section II-A and [30] provide
a means to compute the received acoustic power (and conse-
quently the SNR) for an underwater link of a given length.
In order to properly relate these computations with the energy
consumption associated to one hop (which includes both the
transmit and the receive energy at the two ends of the link),
we must take into account modem specifications such as those
discussed in Section II-C, as well as the proper conversion
between the level of radiated acoustic power (expressed in dB
re μPa) and the corresponding electrical power consumption in
the device (in Watts). In addition, the bandwidth calculations

1Note that power control is not currently implemented in the WHOI micro-
modem, but is expected to be considered for future versions [7].
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of Section II-B make it possible to compute the transmission
time, which affects both the energy consumption and the delay.

More precisely, in the presence of power control the
transmit energy consumption depends on the distance to be
covered, as longer links require more power in general.2

Based on the attenuation equations, and following the analysis
of [30], the acoustic power that needs to be radiated in order
to meet some quality threshold at the receiver depends on
distance.

Assuming the use of BPSK,3 and the transmission of
packets of length L, the transmit power level required to
achieve a target packet error rate (PER) Πtgt can be found
by inverting the BPSK error equations. For example, under
the assumption of independent channel errors, PER can be
found as

Πpkt = 1 −
(

1 − 1
2
erfc

√
ξSNR

)L

, (4)

where SNR is the signal-to-noise ratio at the receiver, and
ξ is a penalty factor that accounts for signal processing
inefficiencies at the receiver. In order for (4) to be equal to
Πtgt , the following condition on the transmit power must hold:

Pt(�) =
χ

ξ
B(�)N(f0(�))A(�, f0(�)) SNRtgt , (5)

where f0(�) is the optimal transmit frequency at a given
distance � [30] (see also Figure 2), B(�) is found according to
(3), an analogous approximation is used for f0(�), and SNRtgt

is given by

SNRtgt =
(
erfc−1(2 − 2(1 − Πtgt )1/L)

)2

. (6)

Note that in (5) both noise and attenuation are calculated at
f0(�) and approximated as constant over the whole bandwidth.
Also, (5) includes a margin, χ, so that the average SNR at the
receiver is larger than the minimum required by (4), in order
to protect the system from random fluctuations. In order to
translate acoustic power into electrical power the following
empirical relation is applied [31]:

P el
t (�) = Pt(�) · 10−17.2/η , (7)

where 10−17.2 is the conversion factor from acoustic power
in dB re μPa to electrical power in Watt, and η is the overall
efficiency of the electronic circuitry (power amplifier and
transducer).

Unlike the transmit power, the receive power Pr is inde-
pendent of distance, and rather depends on the complexity of
the receive operations (e.g., whether coherent detection and/or
equalization are performed). Other fixed costs (such as the
electrical power required to keep systems active) are neglected
here, as they cause minimal variations of the overall energy
consumption.

2In order to evaluate the greatest possible gain, in this paper we assume
continuous transmit power control, whose performance provides an upper
bound to what may be achievable by practical devices where there is typically
only a discrete set of possible power levels for transmission.

3BPSK is one of the transmission modes available in the WHOI micro-
modem [7], along with FH-FSK. The methodology explained here can be
extended to any modulation scheme in a straightforward manner, by just
replacing (4) with the appropriate error rate expression.

Therefore, for a given SNR requirement, the total energy
consumption associated to a single hop of length � can be
computed as the total (transmit plus receive) power, equal to
Pr + P el

t (�), times the duration of time the modems need to
be operated, which is equal to the transmission time of the
packet, i.e., L

αB(�) , where L is the packet size in bits, B(�) is
the bandwidth available (which depends on the link distance),
and α is the bandwidth efficiency of the modulation in bps/Hz.

Finally, the hop delay and energy consumption can be
expressed as4

Δhop(�) =
L

αB(�)
+

�

c
, Ehop(�) =

(Pr + P el
t (�))L

αB(�)
(8)

The delay and energy consumption associated to a complete
multi-hop path are computed by adding the delays and energy
consumptions of the individual hops. In the following, we will
assume L = 256 bytes, Πtgt = 0.01, ξ = −10 dB, χ =
10 dB, η = 0.25 and Pr = 2 W, unless differently stated.

III. ANALYSIS OF PATH DELAY AND ENERGY

CONSUMPTION

To evaluate the impact that the characteristics of acoustic
propagation and devices described in the previous section have
on routing algorithm design, we first study the effects of
node density and hop length on end-to-end delay and energy
consumption in simple networks. To calculate the bit rate and
power for a given distance, we use the models summarized in
Section II. The goal of our evaluation is to gain insights that
can be used to design a routing algorithm to minimize energy
consumption for underwater networks.

A. Linear topologies

As a first step, we consider the simplest scenario of a linear
topology, where all nodes are placed on a straight line, and
study how the overall path delay and energy consumption de-
pend on the number of nodes between source and destination.

More specifically, consider a one-dimensional axis with
coordinate x. The source and final destination are placed in
positions x0 = 0 and xn = D, respectively, with n − 1
intermediate nodes at xi, i = 1, . . . , n−1, with xi < xi+1, i =
0, . . . , n − 1. The resulting n-hop path has total delay and
energy consumption

Δpath(n) =
n∑

i=1

Δhop(�i), Epath(n) =
n∑

i=1

Ehop(�i) (9)

where �i = xi − xi−1 is the distance covered by the i-th hop.
If the hops are all of the same length, we have �i = D/n

and

Δpath(n) =
nL

αB
(

D
n

) +
D

c
,

Epath(n) =
n(Pr + P el

t

(
D
n

)
)L

αB
(

D
n

) (10)

4Note that it may be appropriate to add to the delay term a component
which accounts for processing delay at each hop. This would be a constant
term which does not essentially affect the behavior of the delay curves, and
is ignored here for simplicity.
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Adding evenly spaced nodes into a network results in a
smooth decrease in per-hop distance as the number of nodes
in the network increases. We refer to the extra nodes between
the sender and the receiver as relay nodes, and each graph
in the following plots various metrics against the number
of relay nodes. While the overall propagation time of the
data for a given transmission distance does not depend on
the number of relays, it obviously increases as the total path
length increases. On the other hand, the total transmission
time for the path depends on the number of relay nodes. (The
transmission and propagation delay components correspond to
the first and second terms in the Δpath(n) expression in (10).)
In RF multihop communications, the transmission time would
be linearly dependent on the number of hops, since the same
message needs to be sent multiple times at the same rate.5

The path delay is plotted vs. the number of hops in
Figure 3, which shows that for acoustic multihop transmission
this dependence is sub-linear, since as the number of hops
increases, the reduced distance makes it possible to send
data faster on each hop. Figure 3 also shows that the most
important factor is the propagation delay (all curves are nearly
constant)6. For comparison, the dash-dotted curve in the figure
shows the delay performance obtained with any of the WHOI
micro-modem (MM) pre-defined operating bands [7] for a
total path length of 50 km. Recall that the MM features
3 operating bands, all 4 KHz wide and centered at around
9, 15, or 25 KHz. In this case, since any band is fixed to
4 KHz, the delay increases linearly with distance, as the
fixed MM bandwidth does not allow to exploit the higher
transmission rate allowed for shorter hops. For comparison,
the corresponding delay in case the optimal bandwidth is used
(the thicker line in the graph) is much lower.

The dependence of the total path energy consumption on the
number of relays in a linear topology is shown in Figure 4.
The path energy is highest for direct transmission (no relays),
except for short distances, but rapidly decreases as the number
of relays moves from one to 10 nodes. As the number of relays

5However, it should be noted that, for data fragmented into multiple packets,
the pipeline effect might mitigate this linear relationship to some extent.

6This behavior of course depends on the parameters used in the computa-
tion, which on the other hand are representative of realistic scenarios.
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increases, the total transmit energy decreases, and the overall
path energy consumption improves, until the receive power
(2 W in our setting) becomes the dominating factor, so that
little further savings are possible. In this regime, the energy
consumption is dominated by the fixed costs, and therefore
increases with the number of relays, as shown in Figure 4.
As in Figure 3, we have compared the best achievable perfor-
mance (corresponding to the use of the optimal bandwidth)
to the use of any of the WHOI MM pre-defined bands, at
a total path length of 50 km (in both cases, perfect power
control is assumed). Again, the fixed MM bandwidth does not
allow to exploit the greater capacity of shorter hops, and thus
forces longer transmission times, which in turn consume more
energy. Moreover, choosing a high-frequency band has the
only effect to increase the cost of longer hops which explains
the behavior of the MM curves for a low number of relays.

As can be seen in Figure 4, the optimal number of relays
varies over a rather wide range. However, the hop length
that corresponds to the optimal node placements is roughly
constant for a total path length greater than 40 km and
undergoes limited variations for shorter path lengths (see
Figure 5). This observation applies to micro-modem-related
curves as well, though with a somewhat larger variance in
the high-frequency bands. Hence, a rule of thumb for energy-
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efficient routing algorithms could be to attempt to choose hops
that cover the optimal distance seen in Figure 5 (between 7
and 8 km for the variable bandwidth case). Also, we observe
from Figure 4 that, while the performance is generally not
very sensitive to the exact hop lengths, having too few relay
nodes, and so distances longer than optimal, can yield a worse
effect than having a few extra nodes, or shorter than optimal
distances. 7 Therefore, a routing algorithm should approach
the optimal distance from below (i.e., using distances that are
shorter than optimal). If no relay is found within the optimal
distance, then the nearest relay should be used.

In practical topologies, it may not be easy to have all relays
equally spaced, either because of random fluctuations that
perturb the actual positions of the nodes, or because the node
deployment itself is random. In order to study the effect of
such non-ideal positioning, we have simulated the behavior in
the presence of randomized node positions, and have found
similar results, which have been omitted here for brevity.

B. Two- & Three-Dimensional Topologies

The main outcome of the previous subsection is that, for
a linear topology, the best choice is to deploy equally spaced
relays, with an optimized hop length that can be computed as a
function of the propagation characteristics. This is qualitatively
similar to the result obtained in the terrestrial sensor network
context by Bhardwaj et al. [26], although in that case the prop-
agation laws considered were different (radio vs. acoustics),
and no dependence of bandwidth on distance was considered.

Unfortunately, linear topologies are not often found in
practical underwater network scenarios, whereas two- and
three-dimensional deployments are more common. A two-
dimensional topology may be a good model for a seafloor-
mounted sensor network or for a shallow water network
deployment, whereas a three-dimensional network is repre-
sentative of a deep water deployment. In this subsection,
we discuss whether the insight gained from the results of
the previous subsection also holds for these more realistic
scenarios. Unlike in a linear topology, in the present case it
is not completely obvious how to define routes and compute
the optimal hop distance.

We first observe that, given a source and a destination, and
in the presence of a very high density, regardless of the two- or
three-dimensional character of the network, the best possible
path would be a straight line with equally spaced relays
at optimal distance as computed in the previous subsection.
However, unlike in terrestrial sensor networks, the assumption
of high node density is not always very realistic in underwater
scenarios, and therefore this asymptotic result, while providing
some guidance, cannot be directly applied.

Intuitively, if the density of nodes is rather low, it is not easy
to find a straight path of equally spaced relays (which would be
optimal), and therefore we expect some energy suboptimality
as well as some variance in the hop lengths. As the node
density grows, these effects have a lesser impact, and more
regular paths will be found, until at some point the overall

7When designing a real network the number of nodes also affects the total
deployment cost, which is not the focus of the present work.

behavior will degrade again, since increasing the node density
leads to choosing paths with too many hops.

In order to illustrate these behaviors more precisely, and
to analyze the dependence of the energy consumption on the
node density in the network, we used a technique similar to
the one for the linear topology. We considered a network
where the width and depth were held at 2 km and 400 m,
respectively, whereas the length of the network was varied.8

Given a specific network deployment, i.e., the number of
nodes and their locations, we apply a path search algorithm
which tries to use as many short hops as possible according
to the number of nodes in the network. This is done by
picking at any hop the node which is closest to the transmitter,
while providing a positive advancement towards the final
destination9. With this technique, we can find the total path
energy cost and the statistics of the hop length, averaged over
the random node locations. Observing the behavior of these
quantities as a function of the number of nodes in the network,
we can then draw some conclusions about the relationship
between various metrics, in particular between overall path
energy consumption and average hop length.

Figure 6 plots the overall average path energy consumption
as a function of the number of nodes in the network. What is
immediately apparent is that the general trends are the same as
for the linear topology, and for each network size there exists
a value of the number of nodes that minimizes the path energy.
The corresponding optimal number of relays per unit volume
turns out to be roughly constant across different network sizes,
as shown in Figure 7 where the optimal hop distance is plotted
as a function of the path length. For the case considered here,
this optimal distance was found to be slightly more than 4 km,
which can be used to design deployments that allow energy-
efficient routing. This result is also confirmed by Figure 8,
which depicts the average number of hops on a multihop
path against energy consumption. Curves are spanned counter-
clockwise by increasing the number of nodes in the network
from 1 to 80 as before. Figure 8 shows that by linearly
increasing the total path length, both the optimal number of
hops and the minimum path energy also scale almost linearly,
which means that we perform proportionally more hops of the
same length.

C. Discussion

The goal of this analysis was to derive some useful guide-
lines for use in the construction of energy-efficient routing
algorithms. In particular, we wanted to gain some understand-
ing on the relationship between the density of relay nodes
(and correspondingly the average hop length) and the total
path energy consumption. The main fact that was consistently
observed across the entire analysis is that the optimal hop
length for different total path lengths remains nearly constant
for a given set of modem parameters (e.g., target SNR value
and transmit power levels) and a given scenario. For example,
for the parameter values provided in section II-D, which are

8Since the results for two- and three-dimensional networks exhibit entirely
similar behaviors, only 3D results are shown here for brevity.

9This heuristic corresponds to the scheme called greedy minimum energy,
that will be studied in more detail in Section IV.
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in line with those of the WHOI micromodem, the optimal per-
hop distance is approximately 4 km (as shown in Figure 7) and
is weakly dependent on the overall network size, which makes
the resulting scheme very general and robust. We highlight that
the optimal hop distance is affected by modem parameters,
especially the receive power Pr and the overall efficiency of
the amplifier and transducer η. To show the role each of these
parameters plays, we provide in Figure 9 a comparison of
the total path energy as a function of the number of hops,
for different combinations of Pr and η. The network size is
30 km × 2 km × 0.4 km here. With respect to the values
reported in Section II-D, increasing Pr worsens the fixed
per-hop energy costs, so that the optimum number of hops
decreases from 7 to 5. Conversely, a smaller Pr improves
the effectiveness of multihop routing, making the optimum
number of hops increase to 10. Similar observations hold for
the effects of the efficiency η. Additionally, Figure 9 shows
that more effective receiver-side signal processing (modeled
as an increase equal to ΔSNR in the effective received SNR)
would also make longer hops more convenient.

Regardless of variations to modem-related parameters, the
observation that there is an optimal distance at which relays
should be chosen holds in general, and thus leads to the
definition of energy-efficient rules for network deployment
and routing protocol design. In particular, we argue that a
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reasonable heuristic to find energy-efficient paths is to look
for relays that, besides bringing the packet towards the final
destination (i.e., not going backwards), try to cover a hop
distance close to the one that characterizes the optimal path.
Algorithms designed following this approach are introduced
in the next section.

IV. ENERGY-EFFICIENT UNDERWATER ROUTING

PROTOCOLS

In this section, we use the results obtained above to de-
sign energy-efficient routing protocols for underwater acoustic
networks. We assume that the network topology, while not
necessarily static, is at most slowly moving, so that it does
not significantly change during a round trip time, which
is a reasonable assumption for underwater sensor networks.
A natural choice in this case is an algorithm that tries to
choose per-hop distances that are close to the optimal found
according to the analysis of Section III. To this end, our
routing scheme uses a geographic forwarding approach to
choose the next hop toward the destination, which allows a
distributed implementation that only requires local positioning
information.10 The optimal per-hop distance (an essential input

10How this information is gained is out of the scope of this paper. However,
there has been recent work on localization for underwater nodes (e.g., [36]–
[38]).
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to the algorithms) can be computed off-line based on the
expected features of the application scenario, and communi-
cated to all nodes at network setup. In dynamic scenarios,
one or more specific nodes may be in charge of periodically
computing this information and broadcasting it to all nodes
in the network, or alternatively a distributed scheme based on
locally measured quantities can be envisioned. The tradeoffs
related to these design choices are left for future study.

A. Algorithms for energy-efficient paths

Let s and d be the sender node and the final destination,
respectively, Dtot the total path length, and Dmax the desired
per-hop distance (computed according to the analysis of the
previous section). Let X be the space within an angle Θ of the
line connecting s to d,11 and let Xin and Xout be the portions
of X containing the nodes whose distance from s is ≤ Dmax

or ≥ Dmax , respectively. We have considered and compared
the following algorithms.

Algorithm 1 (Bounded Distance from above): At any hop,
if d is in Xin then transmit to d directly, otherwise pick as
the next relay the node in Xout that is closest to s.12

Algorithm 2 (Bounded Distance from below): At any hop,
if d is in Xin then transmit to d directly, otherwise pick as
the next relay the node in Xin that is farthest from s. If no
such node exists, apply Algorithm 1.

Algorithm 3 (Modified GeRaF [19]): At any hop, pick as
the next relay the node that is closest to the destination, among
those within a circle with center in s and radius Dmax . If no
such node exists, apply Algorithm 1.

Algorithm 4 (Modified EEGR [28]): At any hop, consider
the line from the current relay to the destination, pick the point
on this line at a distance Dmax from the current relay, and
a circle of radius Dmax centered at that point. If d is in the
circle, then transmit to d directly, otherwise choose as the next
hop the node within the circle which is closest to its center.
If no nodes are found within the circle, progressively increase
the circle radius by a factor

√
2 until the destination or a relay

is found within the circle. In any case, do not consider nodes
that provide no advancement.

Greedy minimum energy: At any hop, pick as the next
relay the node in X that is closest to s.

Shortest path: Follow the path with the minimum number
of hops. If there is no bound to the transmit power, this will
be a single direct transmission, whereas if the transmit power
is limited and the sender-destination distance is sufficiently
large, this may involved multiple hops.

Centralized optimum: Follow the globally minimum-
energy path.

The first five algorithms are distributed and heuristic and
can be easily implemented in practice, as they only need
local information (i.e., each node only needs to know its
own position, that of the final destination, and that of all its
own neighbors, which can be obtained by proper handshaking

11This space is a circular sector of angle 2Θ in two dimensions, and
the rotation of such a sector around the sender-destination axis in three
dimensions.

12Note that if there is no upper bound on the transmit power this algorithm
will never fail, as if no relay is found, the final destination can be reached
via a direct transmission.

messages and positioning techniques). The last two are used
here as benchmarks, and use Dijkstra’s algorithm with hop
count and energy metrics, respectively, where full knowledge
of the topology is assumed.

Note that the Bounded Distance algorithms try to approxi-
mate the optimal hop length from above (Algorithm 1) or from
below (Algorithm 2), choosing the relay that corresponds to
the hop length closest to Dmax while being farther or nearer to
the source than the optimal distance, respectively. Algorithm
4 instead is an adaptation of the EEGR algorithm proposed
in [28], which only considers the closeness of a relay to the
optimal position, with no consideration of whether it is farther
or nearer to the source. Given the behavior of the path energy
consumption as a function of the hop distance, which shows a
greater sensitivity towards distances longer than optimal, we
expect Algorithm 2 to give better performance.

The modified GeRaF algorithm [19] always guarantees
the maximum advancement towards the destination within
a coverage range of Dmax . In all cases, there is a backup
choice provided by Algorithm 1, which guarantees that the
progress towards the destination cannot stop. More in general,
one would have to provide some rules that avoid connectivity
issues related to network separation or dead ends. This can
be done in a number of ways, e.g., see [39], [40], but is not
included in this preliminary evaluation and is left as future
work. The greedy minimum energy algorithm selects at each
step the cheapest possible hop, among those leading towards
the destination, which is the one corresponding to the shortest
distance.13 The relay search scope Θ is assumed equal to 45◦

in the sequel.
In terms of path energy performance, we expect the shortest

path algorithm to perform poorly, as it chooses hops that are
too long and therefore very expensive in energy terms. The
greedy minimum energy algorithm will also perform poorly,
as choosing the cheapest hop totally ignores the advancement
towards the destination and therefore does not consider the
overall number of hops needed, which leads to excessive
energy consumption for high densities, due to the dominance
of the distance-independent energy cost per hop. On the other
hand, based on the discussion in the previous section, we
expect that the first three algorithms (which we are proposing
in this paper) and Algorithm 4 (which is our adaptation of
a scheme proposed for terrestrial scenarios) should perform
close to the centralized optimum, thanks to their ability to
select paths whose characteristics mimic those of energy-
optimal routes.

B. Matlab Simulator for path energy evaluation

In order to test the performance of the routing algorithms
described above, we developed a simulator using Matlab.
This simulator implements the physical layer (that includes
attenuation, delays, bandwidth, and power and energy re-
quirements) using the models presented in Section II. The
simulator allows various routing metrics to be used to choose
paths through a one-, two-, and three-dimensional network,
including geographic-based and energy metrics, according to
the various algorithms specified in Section IV-A. This Matlab

13A similar approach is also followed in [41].
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simulator focuses on energy-efficient routes, and only finds
paths according to the algorithms compared and calculates
the cost to send data through these links, ignoring collisions
and other costs related to multiple traffic flow interactions. In
contrast, the ns2 simulations in Section IV-C take into account
all these costs and effects, including interference, collisions,
and the presence of cross-traffic flows.

1) Simulation Setup: The three-dimensional network used
in the simulations has a constant depth and width (of size
400 m and 2 km, respectively) and a length of either 30 or
50 km, which may model a network of sensors traversing a
long distance (e.g., monitoring a pipeline). Varying the dimen-
sion has the effect of varying the node density, which directly
affects the possible per-hop lengths. For each simulation run,
we vary the number of relay nodes placed randomly in the
network from 1 to 150. The sender is fixed at point (0, 0, 0)
and the receiver is placed at the opposite corner of the network.
The compared algorithms are those described in section IV-A.

2) Results: We present results for network lengths of
30 km and 50 km in Figures 10 and 11. We also tested
other network lengths from hundreds of meters to hundreds
of kilometers, but omit those results here due to similarity.
The shortest path algorithm is not presented in the figures,
in order to focus on the most interesting curves. Suffice it to
say that its energy consumption is constant with the number
of nodes and equal to around 8.3 J and 37 J for 30 km and
50 km, respectively, which is significantly worse than all other
schemes shown.

The greedy minimum energy protocol, for all network
lengths, performs near optimally until the number of nodes
in the network causes the average hop length to exceed the
optimal length. At this point, the greedy minimum energy
curve begins to diverge from the optimal because it chooses
hops that are individually cheapest, while not considering
total path cost, and therefore its overall energy consumption
increases linearly with the number of nodes. Our “bounded
distance from above” protocol performs very close to the
optimum for all distances. Essentially, when the node density
is not sufficient to provide hops of the optimal distance, the
bounded distance protocol performs similarly to the greedy
minimum energy protocol. However, once the node density
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Fig. 11. 50 km network length: Total path energy vs. number of nodes in
the network

is such that hops that are significantly shorter than optimal
start to appear, the greedy algorithm chooses paths with too
many hops, whereas the bounded distance protocol maintains
its proximity to optimal. For larger networks, the number
of nodes required to cause the greedy protocol to diverge
significantly from our bounded distance protocol may be quite
large; however, for smaller networks, a substantial difference
in energy consumption can be observed even with few relays
in the network. It is worth noting that the EEGR protocol [28]
eventually reaches the minimum energy performance achieved
by the “bounded distance from above” protocol, but for a
larger number of nodes. In fact, EEGR searches nodes in a
circle centered on the optimal relay position, and on average
half of the times will select a relay which is farther from
the destination than the optimal relay position, thus partially
exhibiting the drawbacks of the “bounded distance from
below” scheme. Therefore, while the two protocols achieve
almost the same optimal performance, “bounded distance from
above” yields the further advantage that it can operate at
lower densities, which are typical for a host of underwater
applications [1].

These results show that even with the unique behavior
of acoustic propagation, the concept of characteristic hop
distance (that minimizes the energy consumption over a path)
already found in radio networks still applies. However, while
accounting for the effects of path length, transmission distance,
and attenuation, these results ignore competition for channel
access and MAC issues. Any decisions on scheduling and
transmit power levels, as well as the existence of multiple
traffic flows in the network, affect how nodes interfere with
each other, which may lead to severe performance degradation.
In the next subsection, we provide results that explicitly take
these effects into account, and show that our conclusions still
hold in more realistic scenarios.

C. ns2 Simulator

In order to understand the impact of channel contention
and the interaction of multiple flows in the network, we
implemented a complete underwater acoustic communication
system in NS-Miracle [42], which is an extension of the widely
used ns2 simulation platform [43] and provides enhanced
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support for channel models as well as PHY, MAC and Routing
layer implementations [44]. Both NS-Miracle and the specific
modules and simulation scripts used to obtain the results
presented in this section are available for download [45].

1) Simulation Setup: The three-dimensional network used
in these simulations is 30 km by 30 km, with a depth of 0.4 km
and a number of 80 nodes randomly placed in this volume.
Each particular topology is simulated twice, with a number of
communication flows of 5 and 20, respectively. For every flow,
a transmitter and a receiver are randomly selected within the
set of nodes. The sender node generates 256-byte messages
according to a Poisson process with an average rate of one
packet per minute; this particular choice of the sender rate
was made to have a congestion-free network in the presence
of a single flow, which gets progressively more congested as
the number of flows increases. The set of experiments just
described is repeated with most of the routing algorithms
described in Section IV for different values of the parameter
Dmax . The results presented here have been obtained by
averaging the performance over 50 random topologies, which
was found to provide sufficient statistical confidence.

For the channel model, we implemented all the aspects
described in Section II. For the PHY layer, we implemented a
BPSK system in which the center frequency and the bandwidth
(and therefore the rate) are adapted according to the model in
Section II; reception errors were determined using the model
for coherent BPSK of (4), where interference was included
in the noise term. A sensing threshold of 10 dB was used to
squelch too weak signals. Power Control was performed by
determining the minimum power required to achieve a packet
error probability of 0.01 at the receiver, by using the error
model just described. We used a SNR penalty of ξ = −10 dB
in (4), and a transmission power margin of χ = 10 dB in (5).
As a result, the power chosen for transmission over a given
distance matches with the one used for the Matlab simulations
described in the previous section.

For the MAC layer, it is to be noted that the majority of
MAC protocols which have been proposed for underwater
communications [8]–[13] have poor performance for large
network sizes, and therefore would not work well when
combined with those routing protocols selecting longer hops.14

For this reason, in order to consider a MAC protocol which
would perform as evenly as possible with respect to different
routing protocols, while still being able to evaluate the effect
of congestion and interference, we adopted a simple ALOHA
protocol. A joint optimization of MAC and routing is out of the
scope of this paper, and is left as a future research direction.

2) Results: Figure 12 shows the average energy consump-
tion for the end-to-end delivery of a packet, computed as the
total amount of energy consumed by all nodes divided by
the total number of packets that reach their final destination.
From the figure, it can be seen that for the distance-parametric
algorithms, i.e., the two bounded distance schemes and EEGR,
there exists an optimal value of the Dmax parameter which
provides the minimum energy consumption. For the bounded

14As an example, using the model described in this section, at a distance of
30 km the transmission of a packet has a duration of roughly 2 s, while the
propagation delay is on the order of 20 s. Both TDMA-based and handshake-
based MAC schemes would be extremely inefficient under these conditions.

distance algorithms, the optimal distance is similar to the one
found in section IV-B, which confirms the results obtained
from the simpler analysis. The optimal distance for 20 flows
can be seen to be shorter than that for 5 flows, which
is probably due to the fact that under heavy interference
conditions it is better to reduce the coverage range to limit
the overall interference in the system. It is also to be noted
that the lowest energy consumption achieved by the distance-
parametric algorithms is very close to the one obtained by
the optimal centralized minimum energy algorithm. Finally
we observe that, for values of the distance parameter which
tend to zero and infinity, the performance of the bounded
distance algorithms converges to that of the greedy minimum
energy and shortest path algorithms, respectively, as was to be
expected.

Figures 13 and 14 report, for the same scenarios and routing
algorithms, the end-to-end throughput and delay performance
averaged among different flows. For every flow, the throughput
is computed by taking the total amount of data (in bits) re-
ceived at the destination and dividing it by the simulation time,
while the delay is the time from when a packet is generated to
when it is finally delivered, averaged over all packets reaching
their destination. It is to be noted that the shortest path
algorithm almost always achieves the best performance with
respect to both throughput and delay, whereas the optimal and
the greedy minimum energy algorithms reach a significantly
lower performance. Since the shortest path algorithm was also
reported to achieve the highest energy consumption, there
exists a clear trade-off between energy and delay/throughput
performance. In this view, the distance-parametric routing
schemes are interesting in that they allow to achieve different
trade-offs by varying the value of Dmax. Both versions of
the bounded distance algorithm achieve very good trade-off
points: under the energy-optimal choice of Dmax, the delay
and throughput performances are very close to the best ones,
provided by the shortest path algorithm; similarly, there are
values of Dmax which provide optimal throughput and delay
while also giving a close to optimal energy consumption.

To better illustrate this behavior, we plot the normalized
energy consumption and the throughput against each other in
Figure 15 (a similar figure, not shown here, can be obtained
for the delay-energy tradeoff), where each curve is traveled
by changing the value of the Dmax parameter (with the upper
right point of each curve corresponding to a large value of
Dmax, i.e., shortest path, and the other end to greedy minimum
energy). It is interesting to see that the curves for the bounded
distance protocols point towards the upper left corner of the
graph (i.e., the most favorable region), which means that these
schemes are able to simultaneously achieve good throughput
and energy performance. The EEGR scheme is not able to
achieve as good trade-offs as the bounded distance algorithms,
as shown by the fact that the corresponding curves point
slightly towards the lower left corner of the graph: for the
energy-optimal value of Dmax, the throughput performance is
rather far from optimal, and the energy performance degrades
very quickly as Dmax moves away from the energy-optimal
value. Finally, the shortest path and greedy minimum energy
schemes correspond to the two ends of each curve, and
are therefore very far from the desirable behavior, whereas
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schemes

in the minimum energy scheme the small gain in terms of
energy consumption does not seem to justify the rather large
throughput loss. These results show that the proposed bounded
distance protocols are the ones that are best able to trade
off the different performance metrics, and are therefore to be
preferred to the other schemes considered.

We ran several simulations in other scenarios with differ-
ent parameters, in particular for different network sizes and
different numbers of flows: the results confirm the qualitative
behavior just described, and are therefore omitted due to space
considerations.

V. CONCLUSION AND FUTURE DIRECTIONS

Underwater acoustic networks are a new area of networking
research. In many applications, underwater nodes are energy
constrained, and therefore energy-efficient protocol design is
a very important issue. However, the dramatically different
propagation characteristics of underwater acoustic signals may
make energy-efficient protocols designed for terrestrial radio
networks sub-optimal in this scenario.
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In this paper, we proposed a class of routing schemes
designed taking into account all major effects that characterize
underwater communications, i.e., attenuation and absorption,
propagation delay, bandwidth-distance and power-distance re-
lationships, and modem energy consumption profiles. We
studied the effects of the channel characteristics on energy
consumption and delay for varying path distances and hop
lengths. We showed that, given the characteristics of a partic-
ular modem, the concept of characteristic hop distance known
in radio networks still applies (choosing hops that cover the
characteristic distance minimizes energy consumption over
a path). This corresponds to an optimal number of relays
per unit distance, area or volume that should be used in
network deployment. We also provided a methodology to find
such optimal distance in a three-dimensional topology and
applied it to a typical set of parameters (which mimic those
of the WHOI’s micro-modem). This insight was then used to
design and test a class of simple underwater routing protocols
that exhibit large energy savings compared to other routing
algorithms, and achieve quasi-optimal energy consumption.
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Finally, to validate our results for realistic network sce-
narios, we designed routing protocols based on the analysis
and showed that our solution outperforms strategies that are
commonly considered in terrestrial wireless sensor networks.
Performance evaluation was carried out first in Matlab using
a detailed model of the underwater acoustic channel, and sub-
sequently in ns2 to be able to characterize, in addition to the
channel, important aspects of the PHY and MAC components
of an underwater communication system. Both evaluation
methods confirmed that the proposed routing strategy achieves
a higher energy efficiency compared to other schemes, and is
actually close to the optimal energy performance, while at the
same time achieving a very good trade-off with respect to
throughput and delay.

Future research includes further optimizations and param-
eter tuning of the protocol, integrating this work with idle-
time power management, and consideration of other MAC
layer protocols. Also, extending the link capacity analysis
to a network capacity analysis (by explicitly including the
interference) could lead to further observations that would
impact the design of protocols at all layers of the network
stack.
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Canada, Sep 2007.

[38] D. Mirza and C. Schurgers, “Energy-efficient ranging for post-facto
self-localization in mobile underwater networks,” IEEE J. Select. Areas
Commun., this issue, 2008.

Authorized licensed use limited to: ELETTRONICA E INFORMATICA PADOVA. Downloaded on February 4, 2009 at 06:16 from IEEE Xplore.  Restrictions apply.



1766 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 26, NO. 9, DECEMBER 2008

[39] P. Casari, M. Nati, C. Petrioli, and M. Zorzi, “Efficient non–planar
routing around dead ends in sparse topologies using random forward-
ing,” in Proc. IEEE International Conference on Communications (ICC),
Glasgow, Scotland, Jun 2007.

[40] B. Karp and H. T. Kung, “GPSR: greedy perimeter stateless routing for
wireless sensor networks,” Proc. Annual International Conference on
Mobile Computing and Networking (MobiCom), Aug 2000.

[41] J. M. J. Montana, M. Stojanovic, and M. Zorzi, “Focused beam routing
protocol for underwater acoustic networks,” in Proc. International
Workshop on UnderWater Networks (WUWNet), San Francisco, CA,
Sep. 2008.

[42] N. Baldo, F. Maguolo, M. Miozzo, M. Rossi, and M. Zorzi, “NS2-
MIRACLE: a Modular Framework for Multi-Technology and Cross-
Layer Support in Network Simulator 2,” in Proc. ACM International
Workshop on Network Simulation Tools (NSTOOLS), Nantes, France,
Oct 2007.

[43] ns2 Network Simulator, http://www.isi.edu/nsnam/ns/.
[44] N. Baldo, F. Maguolo, and M. Miozzo, “A new approach to simulating

PHY, MAC and Routing,” in Proc. ACM International Workshop on
NS-2, Athens, Greece, Oct 2008.

[45] “Model for underwater channel in ns2,” 2008. [Online]. Available:
http://telecom.dei.unipd.it/download/

Michele Zorzi (S’89, M’95, SM’98, F’07) was
born in Venice, Italy, in 1966. He received the
Laurea degree and the Ph.D. degree in Electrical
Engineering from the University of Padova, Italy, in
1990 and 1994, respectively. During the Academic
Year 1992/93, he was on leave at the University of
California, San Diego (UCSD), attending graduate
courses and doing research on multiple access in
mobile radio networks. In 1993, he joined the faculty
of the Dipartimento di Elettronica e Informazione,
Politecnico di Milano, Italy. After spending three

years with the Center for Wireless Communications at UCSD, in 1998 he
joined the School of Engineering of the University of Ferrara, Italy, and in
2003 joined the Department of Information Engineering of the University of
Padova, Italy, where he is currently a Professor. His present research interests
include performance evaluation in mobile communications systems, random
access in mobile radio networks, ad hoc and sensor networks, and energy
constrained communications protocols.

Dr. Zorzi was the Editor-In-Chief of the IEEE WIRELESS COMMUNICA-
TIONS MAGAZINE from 2003 to 2005, is currently the Editor-In-Chief of the
IEEE TRANSACTIONS ON COMMUNICATIONS, and serves on the Steering
Committee of the IEEE TRANSACTIONS ON MOBILE COMPUTING, and on
the Editorial Boards of the IEEE TRANSACTIONS ON COMMUNICATIONS,
the IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, the WILEY
JOURNAL OF WIRELESS COMMUNICATIONS AND MOBILE COMPUTING and
the ACM/URSI/KLUWER JOURNAL OF WIRELESS NETWORKS. He was
also guest editor for special issues in the IEEE PERSONAL COMMUNICA-
TIONS MAGAZINE (Energy Management in Personal Communications Sys-
tems) and the IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS

(Multi-media Network Radios).

Paolo Casari (S’05-M’08) was born in Ferrara,
Italy, on August 20th, 1980. He received the Laurea
degree (BE) in Electronics and Telecommunications
Engineering (2002) and the Laurea Specialistica
degree (ME) in Telecommunications Engineering
(2004) summa cum laude, both from the University
of Ferrara, and the Ph.D. degree in Information
Engineering (2008) from the University of Padova.
In 2007 he was on leave at the Massachusetts
Institute of Technology, Cambridge, MA, working
on energyefficient protocol design for underwater

acoustic sensor networks. He currently holds a post doctorate research position
at the University of Padova. His main research interest is crosslayer protocol
design for wireless networks through PHY/MAC/routing interactions, with a
particular focus on MIMO ad hoc networks, wireless sensor networks, and
underwater acoustic networks.

Nicola Baldo (S’07) was born in Rovigo, Italy,
in 1981. He received his Laurea (BE) and Laurea
Specialistica (ME) degree in Telecommunications
Engineering in 2003 and 2005, respectively, from
the University of Ferrara, Italy. In summer 2003
he was an internship student at the Ericsson Eu-
rolab Deutschland, Aachen, Germany, working on
Wireless Multimedia Communications. In 2005 he
was on leave at the STMicroelectronics Advanced
System Technology group, Agrate Brianza (MI),
Italy, working on Cross-layer Optimization for VoIP

over Wireless LAN. Since 2006 he is a Ph.D. student at the University of
Padova, Italy, under supervision by Prof. Michele Zorzi. In 2008 he was on
leave at the Calit2 department, University of California, San Diego, working
on Cognitive Networks and Software Defined Radio. His research interests
include Cognitive Radio and Networks, Cross-layer Optimization, Underwater
Communications and Network Simulation Tools.

Albert F. Harris III is a research assistant professor
at the University of Kansas in the Center for Remote
Sensing of Ice Sheets (CReSIS). He earned his Ph.D.
in computer science from the University of Illinois
at Urbana-Champaign, specializing in wireless net-
work protocol and mobile systems design. Following
his time at UIUC, he completed a one year post doc-
torate position at the University of Padova, Italy. His
current interests are underwater acoustic networks,
delay tolerant networks, and network support for
assisted living and disaster recovery environments.

Authorized licensed use limited to: ELETTRONICA E INFORMATICA PADOVA. Downloaded on February 4, 2009 at 06:16 from IEEE Xplore.  Restrictions apply.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket true
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Cadmus MediaWorks settings for Acrobat Distiller 8)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


