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Abstract—In this paper, we present an analysis of the per-
formance of a variable-rate adaptive modulation system based
on instantaneous SNR information. The SNR traces we consider
are part of the SubNet’09 experimental dataset, and have been
derived by processing an hyperbolic frequency-modulated signal
in the 9–14 kHz band. We start by deriving the high level
behavior of the channel in terms of the statistics of channel fading
effects, which are found to be well modeled by a Nakagami–
m distribution, where the parameter m is estimated over a
whole experiment or over smaller time windows throughout
the experiment, depending on the variability of the SNR. The
statistics of the channel behavior are then used to derive the
performance of a variable-rate modulation scheme switching be-
tween five different constellations; the cases of both instantaneous
and outdated channel knowledge are considered.

Analytical results are compared to simulations to show that the
Nakagami-m distribution can satisfactorily capture the statistics
of the channel, provided that the estimation of the m parameter,
as well as of the correlation of the SNR process, is repeated in
case of macroscopic channel variations.

I. INTRODUCTION AND RELATED WORK

The great deal of work currently being devoted to the

design of reprogrammable underwater acoustic modem hard-

ware (e.g., see [1], [2]) is paving the way for the practical

implementation of more efficient techniques to improve the

effectiveness of digital signaling through underwater channels.

In fact, underwater communications face time-varying propa-

gation, where the variation in time exhibits a twofold, fast

and slow nature [3]. Especially in shallow water channels, the

environment gives rise to time-varying multipath patterns even

when the transmitter and receiver are fixed. Surface waves,

currents, internal waves [4], as well as day/night cycles all

contribute to changing the way the signal is received across

underwater links.

Significant efforts have been spent to characterize the under-

water channel changes at least from a high level point of view:

while several studies assume that the channel can be described

by a Rayleigh process [5], [6], some other works challenge

this assumption, and make use of Rayleigh statistics for the

amplitude of acoustic signal replicas reaching the receiver, or

alternatively resort to Rice models, which fit better in some

cases [7]. Alternatively, some works assume an iso-velocity

environment, and simulate channel changes by considering

the superposition of all channel eigenrays as modulated by

a Rayleigh process [8]. In any event, the estimated or derived

statistics of the channel can be exploited in order to improve

the performance of underwater communications. In particular,

some system parameters, from transmit power to the type

of digital modulation or coding scheme in use, could be

dynamically adapted to varying channel conditions.

In this paper, we focus on adaptive modulation (AM)

schemes, which tune the constellation size of the used modula-

tion, depending on the available information about the channel

state, e.g., as perceived by the transmitter or as fed back

by the receiver. The purpose of AM is two-fold: to achieve

higher spectral efficiency (by using more efficient modulations

whenever the channel so allows) and to reduce the chance

of outage events (by avoiding the use of complex schemes

when the channel cannot support them). While AM is a well

established technique for link adaptation in terrestrial radio

networks [9]–[12], it has received comparatively much less

attention in underwater acoustic networks. However, a few

works do propose the use of AM. In particular, [13] focuses

on variable-rate Mary Frequency-Shift Keying (FSK) modu-

lations, where the proper rate is chosen based on a preliminary

exchange of control packets for SNR estimation. The use

of AM is also generally documented as part of LinkQuest’s

modems firmware [14], although no further details on the

adaptation algorithm are provided. Adaptive modulation and

coding has also been analyzed in [15], where the authors post-

process data collected during the AUVfest 2007 campaign.

A transmit array of 10 elements and a receive array of 8

elements were deployed in the Gulf of Mexico; different

modulation (from Binary Phase-Shift Keying (BPSK) to multi-

level PSK) and turbo coding rates (from 7/8 down to 1/3)
were employed to modulate the subcarriers of a multitone

transmit signal in both a Single Input Single Output (SISO)

and a Multiple Input Multiple Output (MIMO) configuration.

The overlooking of AM can be at least partially explained

by the difficulty of implementing such schemes in real-time

systems today. However, the next generations of underwater

devices (especially the aforementioned projects embedding



reprogrammability and allowing for user-defined waveforms

and processing algorithms to be implemented in the modem’s

firmware) will be likely able to support real-time variable-rate

modulation.

Depending on the rate at which adaptation is performed,

we distinguish between Fast AM (FAM) which tracks fast

channel changes, and thus achieves better spectral efficiency at

the price of frequent channel estimation or feedback from the

receiver, and Slow AM (SAM), which adapts to the average of

the SNR process, thus requiring less processing and feedback.

In the present paper, we assume that the channel SNR process

is updated once for every received packet, and that the corre-

sponding SNR value is fed back to the transmitter so that the

adaptation of the modulation scheme can be performed prior

to the subsequent transmission. As we will detail in the next

section, the transmissions of our dataset are sufficiently spaced

to make a per-packet modulation update process feasible.

However, in order to simulate a less ideal case where greater

delay affects the feedback from the receiver, we also consider

the availability of only outdated channel estimates. In any

event, the system considers instantaneous (instead of average)

SNR samples to be fed back to the transmitter, and is thus a

FAM system in light of the previous definitions. Starting from

Signal-to-Noise Ratio (SNR) traces, we discuss their fitting

using Rayleigh as well as Nakagami-m distributions, and use

the models to obtain the performance of simple BPSK as well

as more complex Mary quadrature amplitude modulation (M -

QAM) schemes with square constellation. We note that perfect

Channel State Information (CSI) at the transmitter is assumed

here: given that the only information required to run the AM

scheme is the SNR of the current transmission, this assumption

is reasonable.

In the following sections, we give the details of our ap-

proach by describing the channel model, the set of modulation

schemes the system can choose from, the source of our channel

traces, as well as our analysis and simulation results. We

finally conclude our paper in Section V.

II. SYSTEM MODEL AND PERFORMANCE ANALYSIS

In this paper, we consider an adaptive modulation sys-

tem using BPSK and M -QAM constellations signaling over

Nakagami-m fading channels. In particular, we assume that a

finite set of J + 1 modulation schemes can be chosen, each

having a different constellation size {M0,M1, . . . ,MJ}, and
leading to a different probability of error as a function of the

receive SNR and a different spectral efficiency, in terms of bits

transmitted per channel use. For the purposes of the present

study, let M ∈ {2, 4, 16, 64, 256}:1 therefore J = 4. While we

refer the reader to [9] for details on variable-rate adaptive M -

QAM modulation under the ideal CSI assumption, we remark

here that the rationale behind the adaptation of the modulation

signaling is to exploit the changes in the channel propagation

gain to the system’s advantage, i.e., by pushing a larger number

of bits per symbol through a constellation with a higher

number of levels when the SNR is favorable, while backing

off to more robust constellations (such as BPSK’s or QPSK’s)

whenever the SNR drops below an acceptable value for higher-

order modulations. To this end, a straightforward solution

(which we consider in this paper) is to choose the modulation

for the current transmission in an opportunistic fashion, i.e.,

by choosing the modulation j, with Mj levels, whenever the

measured SNR γ falls within a prescribed interval of the form

[γ∗
j , γ∗

j+1). The thresholds γ∗
j and γ∗

j+1 are chosen so that the

SNR is at least as high as required to ensure a prescribed

performance level with modulation j (e.g., a bit error rate

(BER) of no more than a desired level P ∗
b ), yet insufficient

to achieve the same performance using the higher spectral

efficiency modulation j+1. Some hysteresis may be built into

the switching scheme to prevent continual level changing [17],

but this solution, though practical, does not yield additional

insight to the analysis we carry out in the following, and is

therefore not considered here. The spectral efficiency achieved

by choosing modulation j is then log2 Mj bits per channel use,

j = 0, . . . , J .

From a practical standpoint, given a transmitter-receiver

pair, the receiver is assumed to provide a measure of the SNR

γ to the transmitter, which will then take the highest j such

that the modulation with Mj levels has a bit error rate (BER)

Pb(γ) < P ∗
b , where P ∗

b is some desirable value.2 For BPSK,

as well as for M -QAM the exact formula of the BER is given

in (1) [18], where Q(x) ,
∫∞

x
e−t2/2 dt/

√
2π is the Gaussian-

Q function. Whenever the SNR falls below the value required

to guarantee a BER of no more than P ∗
b to the most robust

modulation with M0 = 2 levels, the system is said to be in

outage. However, note that such definition of outage is only

valid under an instantaneous channel knowledge assumption.

We will relax this later by accounting for outdated knowledge,

and therefore extend the concept of outage correspondingly.

For now, assume that the SNR, ideally estimated at the

1We note that these modulations are standard in digital video transmission,
e.g., 4- to 64-QAM are used in the European Telecommunications Standards
Institute (ETSI)’s DVB-T standard, whereas the 16- to 256-QAM schemes
are adopted in the DVB-C standard [16].

2In the following evaluation, P
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b
will be fixed to 10−2.
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receiver, is sent back to the transmitter on an error-free

delayed channel. Also, recall that the channel fading effects

are modeled by a Nakagami-m process. Let Es denote the

symbol energy (averaged over the distribution of fading), N0/2
the two-sided power spectral density of the additive white

Gaussian noise process at the receiver, and h the fading gain,

assumed in this paper to have a Nakagami-m distribution. Be-

cause the instantaneous SNR can be written as γ = |h|2Es/N0

its probability density function (pdf) fγ(γ) and its cumulative

distribution function (cdf) Fγ(γ) are respectively given by [19,

pp. 21–24]

fγ(γ) =
mmγm−1

γmΓ(m)
exp

(

−mγ

γ

)

, (2)

Fγ(γ) = 1 −
Γ
(

m, mγ
γ

)

Γ(m)
, (3)

for γ ≥ 0, where Γ( · ) is the Gamma function, γ =
E
[

|h|2
]

Es/N0, is the mean SNR, and m is the Nakagami-m
fading parameter, which ranges from 1/2 to +∞.

For a given maximum target BER, typical performance

metrics for adaptive modulation systems are the average

spectral efficiency (SE), defined as the average number of

bits per channel use allowed by the adaptation scheme, and

the bit error outage (BEO), defined as the probability that

the system cannot satisfy the prescribed performance in terms

of bit error rate. We consider both metrics in the following,

and provide their analytical expressions in the presence of

both instantaneous and outdated channel knowledge at the

transmitter.

A. Instantaneous channel knowledge

Ideal adaptive modulation systems are said to be in outage

whenever the SNR makes the most robust modulation M0

achieve a bit error probability (BEP) worse than P ∗
b . When

ideal CSI (perfect channel estimation and instantaneous chan-

nel knowledge) is available at the transmitter, the BEO can

be evaluated as the probability of experiencing an SNR level

lower than the minimum threshold γ∗
0 :

Po(P
∗
b ) = P

{

P
(0)
b (γ) > P ∗

b

}

= Fγ (γ∗
0 ) . (4)

The average SE can be expressed in terms of the number

of bits per symbol in each modulation, averaged over the

probability of choosing that modulation:

η =

J−1
∑

j=0

M̃j P
{

γ∗
j < γ ≤ γ∗

j+1

}

+ M̃J P {γ∗
J < γ}

=

J−1
∑

j=0

M̃j

[

Fγ(γ∗
j+1) − Fγ(γ∗

j )
]

+ M̃J [1 − Fγ(γ∗
J )] , (5)

where M̃j = log2 Mj . We also define the throughput of the

system, denoted as G in the following, by taking the product

of the spectral efficiency of either modulation and the related

probability of correct bit reception, averaged over the values

of the SNR for which that modulation is chosen. We have

G =

J
∑

j=0

M̃j

∫ γ∗

j+1

γ∗

j

[

1 − P
(j)
b (γ)

]

fγ(γ) dγ , (6)

where we let γ∗
J+1 = +∞.3

B. Outdated CSI

We now evaluate the effect of delayed channel knowledge

on the system performance. To this end, we assume that

the information about the value of the SNR γ, estimated

by the receiver at a given time t, will be available at the

transmitter only after a delay τ , i.e., at time t + τ . Therefore,
the opportunistic choice of the constellation size will still be

based on the value of γ, but when such a constellation will

be used, i.e., at time t + τ , the SNR will have evolved to a

different value γτ = |hτ |2Es/N0
4. At this point, if γ < γτ ,

the SNR is underestimated and, compared to the instantaneous

knowledge case, a too conservative constellation size might be

chosen for transmission. On the contrary, when γ > γτ , the

SNR is overestimated, and the chosen modulation level might

not meet the prescribed BER requirements. In other words,

although γ ∈ [γ∗
j , γ∗

j+1), leading to the choice of modulation

j, γτ might be such that P
(j)
b (γτ ) > P ∗

b . In the latter case, the

system is also in outage. In particular, an outage event occurs

if γ < γ∗
0 or γ ≥ γ∗

0 , γ ∈ [γ∗
j , γ∗

j+1) (hence, modulation j is

chosen), but γτ < γ∗
j . Then, the BEO can be written as

Po = Fγ (γ∗
0) +

J
∑

j=0

Po|j , (7)

where Po|j denotes the joint probability that the current SNR

is not sufficient to withstand the requirements of modulation j,
and is found by integrating the distribution of γτ over [0, γ∗

j )
(i.e., where modulation j is in outage) and that γ was sufficient

to enable the use of modulation j:

Po|j =

∫ γ∗

i+1

γ∗

i

∫ γ∗

j

0

fγτ |γ (γτ ) fγ(γ) dγτ dγ , (8)

where we let γ∗
J+1 = +∞, and fγτ |γ(γτ ) is the pdf of γτ

conditioned on γ. This distribution can be found as [20]

fγτ |γ (γτ ) =
m

(1 − ρτ )γ

(

γτ

ρτγ

)(m−1)/2

× Im−1

(

2m
√

ρτγγτ

(1 − ρτ )γ

)

exp

(

m(ρτγ + γτ )

(1 − ρτ )γ

)

,

(9)

where Im−1 (·) is the modified Bessel function of the first kind

and order m−1 [21], and ρτ is the correlation factor between

3We note that the analysis is conceptually equivalent if we consider the
packet error probability instead of the bit error probability.

4In the following we assume that the channel is stationary and thus assume
t = 0 with no loss of generality. From a practical standpoint, this translates
into considering a portion of the experiment within a limited time window,
during which the channel exhibits an approximately stationary behavior.



the SNR process and its τ -lagged version, which is estimated

as

ρτ =

∑N−1
t=0 (γt − γ)(γt+τ − γ)

√

∑N−1
t=0 (γt − γ)2

∑N−1
t=0 (γt+τ − γ)2

, (10)

where N is the length of the dataset over which the estimation

is performed, and depends on the time coherence of the SNR

process. We note that in (10) we are estimating the correlation

of the power envelope of the fading process, and therefore

remove the average value from the SNR time series [22]. The

Nakagami m-parameter can finally be estimated as

m =
γ2

E[(γ − γ)2]
. (11)

The spectral efficiency η must be computed by considering

the joint distribution of γ and γτ . In particular, in the present

analysis, we define η as the spectral efficiency of the chosen

modulation whenever the SNR γτ (which affects the actual

transmission) is sufficient to support the modulation, and 0
otherwise. Therefore, we have

η =

J
∑

j=0

M̃j

∫ γ∗

j+1

γ∗

j

∫ +∞

γ∗

j

fγτ |γ (γτ ) fγ(γ) dγτ dγ (12)

and, similarly to the instantaneous knowledge case, the

throughput is found as

G=
J
∑

j=0

M̃j

∫ γ∗

j+1

γ∗

j

∫ +∞

γ∗

j

[

1−P
(j)
b (γτ )

]

fγτ |γ (γτ ) fγ(γ) dγτ dγ .

(13)

III. EXPERIMENTAL DATA SET

Our data set is part of the data collected during the SubNet

2009 sea trials, organized by the NATO Undersea Research

Centre (NURC) off the eastern shore of the Pianosa Island,

Italy (42.585◦N, 10.1◦E) [23]. The experimental testbed con-

sisted of one vertical array (VA) of three hydrophones moored

at 20, 40 and 80m and denoted in the following as H1,

H2, and H3, respectively. Three Teledyne-Low Frequency

modems [24] were installed on a tripod on the sea floor,

and used as transmitters of custom waveforms. The three

transmitters were placed at different distances and depth from

the hydrophones: T1 was 1500m away from the VA at a depth

of 60m, whereas T2 was farther, at 2200m from the VA,

depth 70m, and T3 closer (700m from the VA at a depth of

80m). The environmental conditions of the region were found

to be quite stable, with the exception of surface roughness,

which greatly varied during the experiment period, due to short

wind bursts over 10m/s. The sound speed profile (SSP) along

the watercolumn consistently showed a downward-refractive

behavior [23].

The testbed was used to transmit a number of JANUS wave-

forms at different times of day and under different transmission

pattern; while we refer the reader to [25] for a description of

the acoustic signal format and purposes, suffice it to say here

that the signal contained a detection preamble composed of a
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Figure 1. Time series of SNR in dB for transmissions between T1 and
all hydrophones during an experiment. Moving averages over 25 samples
are provided as a solid black line. The experiment is part of the SubNet’09
program (see also [23]).

probe signal (a chirp or a set of frequency-hopped frequency-

shift keying modulation symbols, depending on the signal

version), which is used here to obtain SNR traces throughout

an experiment starting at 23:30 GMT on 30 August 2010 and

lasted until 8:33 GMT on the following day. For reference, we

report in Figure 1 an example of SNR time series, for the links

between transmitter T1 and all hydrophones, for an experiment

lasting almost 9 hours, where transmissions were performed

once every 15 s. From this figure we observe a higher SNR on

average for the T1–H3 link, which is due to the downward-

refractive behavior of the channel; in addition, we observe that

in this particular case all links experience time-varying fading

effects, as not only do the SNR samples oscillate around their

average value, but this average value also varies following

changes in propagation conditions (for example, the SNR over

T1–H2 steadily increases throughout the experiment).

The time-varying channel behavior seen in the SubNet

2009 experiments is the main motivation behind the choice

to set up a variable-rate modulation scheme for underwater

communications, which would allow to exploit the favorable

channel conditions, while shielding against excessively poor

performance when the SNR drops.

IV. ANALYSIS AND SIMULATION RESULTS

We start the description of our results by considering

spectral efficiency, for the experiment and the links already

presented in Figure 1. We focus on this specific subset of

results because it shows a highly time-varying channel set;

other experiments show either analogous channel conditions,

or a more stationary behavior, which is easier for the system

to keep track of, and therefore somehow less interesting for

the contents of this paper.

Figures 2, 3 and 4 detail the spectral efficiency against

average SNR for links from T1 to H1, H2 and H3, respectively.
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Figure 2. Comparison between theoretic and simulated spectral efficiency
vs. SNR over link T1–H1 in the instantaneous knowledge case.

The average SNR is computed by taking the expectation of the

SNR time series over the experiment (or a portion thereof),

and is varied by adding a constant value: note that this corre-

sponds to simulating a different transmit power than actually

employed in the experiments. We consider only instantaneous

channel knowledge for the moment. The figures contain both

theoretical and simulated curves. In particular, theoretical

performance is obtained by estimating the parameters of the

correlated Nakagami-m model (in terms of the coefficient m
and the correlation ρ) and then using the statistics of the

model to obtain performance figures as per the analysis in

Section II. On the contrary, simulations take the SNR time

series (offset by the same constant value used in the analysis to

simulate different transmit power) and reproduce the behavior

of the system over that time series. Analytical curves are

provided in the figures as solid black lines, whereas simulation

results are depicted using grey markers. In order to show that

moderate time variations of the SNR statistics do not impact

substantially on the results of the estimation, we have chosen

a window of 100 minutes in Figure 1, from 2:30 to 4:10 from

the beginning of the experiment. In this window, T1–H1’s

and T1–H2’s SNRs are almost constant, whereas T1–H3’s

experiences more abrupt ups and downs spanning 10 dB (see

Fig. 1). Nevertheless, simulations adhere quite accurately to

analysis, in particular for the adaptive scheme. Non-adaptive

schemes also show a very good accordance of analysis and

simulations. Note that the adaptive scheme does not closely

follow the envelope of the non-adaptive ones: this is expected

because the SNR is not fixed, but rather follows a Nakagami-m
pdf whose mean is reported in the abscissa of the graphs. In the

presence of instantaneous channel knowledge, this may allow

the use of modulations of larger constellation size, yielding a

higher average spectral efficiency than achieved by the best

non-adaptive scheme for the same average SNR.

The next metric of interest for our comparison is bit error

outage (BEO), which suggests whether the adaptive scheme

is successful enough at compensating for changes in the
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Figure 3. Comparison between theoretic and simulated spectral efficiency
vs. SNR over link T1–H2 in the instantaneous knowledge case.
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Figure 4. Comparison between theoretic and simulated spectral efficiency
vs. SNR over link T1–H3 in the instantaneous knowledge case.

channel by adapting the modulation rate. We remark that,

when affected by delayed channel knowledge, adaptation is

expected to be less effective, as while channel knowledge is

acquired, not only the absolute value, but also the statistics of

the channel fading phenomena will have changed. Figures 5

to 7 show the BEO metric for the links from T1 to H1,

H2 and H3, respectively. The different behaviors observed in

Figure 1 for the channel SNR traces reflect in different outage

probability in the figures. We provide both simulated curves

and analytical predictions, for both the instantaneous and

the delayed channel knowledge cases; for the latter, different

delays are provided. The first result is that while the BEO

of instantaneous knowledge steadily decreases for increasing

SNR, delayed knowledge causes outage events to be likely

even for high SNR, creating a sort of floor effect whereby

the BEO does not decrease below 0.1 in all figures, until the

average SNR is higher than roughly 30 dB. In addition, we

observe that more stationary SNR trace chunks (i.e., where

the statistics of the SNR do not change much within the
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Figure 5. Bit error outage probability as a function of the average SNR for
link T1–H1 , m = 3.

interval where the estimation of the model parameters is

performed), do not show substantial difference between the

model and simulation results. However, m and ρ are key to

a correct prediction, which is by itself inaccurate for two

reasons: short windows contain few samples and thus do

not allow to correctly estimate the statistics of the signal;

longer windows contain enough samples, but may incur state

changes in the channel behavior, which would also deviate the

estimated channel parameters. For these reasons, the predicted

performance in the presence of delayed knowledge correctly

estimates the level of the BEO floors, but shows some offset

in the oscillations around such floors.

Figures 8(a)–(c) show the average BEO evolution over time

for the T1–H1 link. In terms of hours and minutes from the

beginning of the experiment, Figure 8(a) refers to the time

interval from 0:00 to 1:40, Figure 8(b) to the interval from 3:20

to 5:00 and Figure 8(c) to the interval from 5:00 to 6:40. We

observe that the behavior of the channel changes considerably,

both in terms of the parameter m of the Nakagami model

(impacting BEO oscillations when the SNR ranges from 10 to

30 dB) and in terms of the correlation among samples when

delayed channel knowledge versions are considered (impacting

the level of the BEO floor before high SNR is reached, as low

correlation leads to a higher chance of choosing the wrong

modulation.

The last metric we evaluate is the link throughput for the

adaptive modulation scheme, G, defined as the spectral effi-

ciency multiplied by the probability of success, averaged over

the probability of selecting a specific modulation. Figures 9(a)

to 9(b) detail the behavior of the throughput for links from

T1 to H1, H2, and H3, respectively. The figures report both

the instantaneous and the delayed channel knowledge cases.

We observe that the lack of timely knowledge impairs the

throughput performance, as a consequence of higher bit error

rates (bit error outage is a more likely event). This effect is

amplified by greater delays, though as expected the loss of
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Figure 6. Bit error outage probability as a function of the average SNR for
link T1–H2, m = 5.
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Figure 7. Bit error outage probability as a function of the average SNR for
link T1–H3, m = 2.

correlation makes high delays equally inconvenient. However,

this decrease is still acceptable, especially in stationary sce-

narios where the correlation is sufficiently high, as is the case

for links T1–H1 and T1–H2. We note in fact that all figures

refer to the time window in the middle of the experiment,

from 4:10 to 5:50 after the beginning. In this phase, we

observe a quite stationary behavior over the T1–H1 and T1–

H2 links, which results in very good match between analysis

and simulation. On the other hand, the T1–H3 link experiences

long-term variations of larger amplitude over the considered

time window (see Figure 1), which result in a poorer match

between analytical and simulated results, especially in case

of delayed channel knowledge. However, even in this case,

analytical curves are still sufficient to achieve a coarse estimate

of the throughput behavior.
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(a) 0:00 to 1:40
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(b) 3:20 to 5:00
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(c) 5:00 to 6:40

Figure 8. Bit error outage probability as a function of the average SNR for link T1–H1. Analysis and simulation shown for both the instantaneous and the
delayed channel knowledge case. For the three links, a value of m = 3, m = 2 and m = 3 is respectively estimated.
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(a) T1–H1 (m = 3).
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(b) T1–H2 (m = 2).
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Sim, instantaneous CSI

Sim, delayed CSI, τ=15s, ρ=0.86

Sim, delayed CSI, τ=30s, ρ=0.87

Sim, delayed CSI, τ=2min, ρ=0.77

Sim, delayed CSI, τ=10min, ρ=0.13
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Analysis

(c) T1–H3 (m = 2).

Figure 9. Throughput as a function of the average SNR for both the instantaneous and the delayed channel knowledge case. For the three links, a value of
m = 3, m = 2 and m = 2 is respectively estimated.

V. CONCLUSIONS

In this paper, we have employed a correlated Nakagami-

m fading model to model the evolution of SNR traces in

underwater acoustic channels. This model is found to cor-

rectly represent the channel behavior, provided that periods of

adequate length are chosen to perform parameter estimation.

We have then considered adaptive variable-rate modulation

schemes for underwater acoustic networks, and applied the

channel model to estimate the performance of such schemes

in the presence of both instantaneous and delayed information

about the channel model. Results show that whenever the

parameter estimation is accurate enough (i.e., when performed

over a time window where the fading process is approximately

stationary), the model can reproduce the performance of the

adaptive modulation scheme as simulated on the channel

traces in terms of average spectral efficiency, bit error outage

probability and throughput. On the contrary, when the channel

experiences fast variations within a given time window, the

estimation of such metrics may be less accurate, yet the

general behavior of the channel can still be captured, as is the

case for bit error outage, whose average value in the delayed

channel knowledge case is correctly estimated, although the

model may fail to capture minor oscillations around this value.

Future work on this topic involves the study of slow adaptive

modulation (SAM), as well as the extension of the analysis

to M -QAM modulated OFDM subcarriers, which are more

suited to frequency-selective fading, often found in underwater

channels.
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