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ABSTRACT

In this paper, we discuss the performance of multi-path routing
techniques in underwater acoustic networks applied to an intruder
detection scenario. We assume that a network of submarine sen-
sors is deployed close to a surveilled harbor, with the task to detect
outbound surface boats. The communications take place in the 4 to
8 kHz band, in order to favor long-haul transmissions. This band
is highly affected by the noise originating from the boat propellers.
Therefore, we resort to jamming-resilient techniques such as multi-
path transmissions. The latter is accomplished by restricted flood-
ing, and by an adaptive form of source routing as an alternative.

Our results show that the inherent redundancy of multi-path rout-
ing offers an effective shield against excessive packet losses in the
presence of strong jamming. This increases the probability that
data packets containing detection information are promptly deliv-
ered to the desired sinks, with respect to the performance of static,
single-path routing. In particular, restricted flooding achieves the
best delivery ratio at the price of a very high number of generated
replicas, whereas adaptive source routing trades off a lower deliv-
ery ratio for a lower overhead.

Categories and Subject Descriptors

C.2.0 [Communication/Networking and Information Technol-

ogy]: General—Data communications; I.6.6 [Simulation andMod-

eling]: Simulation Output Analysis

General Terms

Measurement, Performance
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1. INTRODUCTION
The development and experimentation of collaborative strate-

gies is turning modern navies into international cooperating forces,
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where vessels from different nations may collaborate to accom-
plish a common objective, often in international waters. In such
a scenario, communications and situational awareness are of pri-
mary importance; this includes the surveillance not only of the
sea surface, but also of the submarine environment. To establish
and maintain a safe operating area, the use of autonomous sensors
on the surface and the seafloor is envisioned [1]. These networks
may detect relevant information such as movement via, e.g., mag-
netic or acoustic sensors; in addition, their acoustic communica-
tions equipment makes it possible to transmit such information to
data-collecting endpoints in contact with the rest of the fleet.

Acoustic communications, in this case, also obey a practical con-
straint, i.e., to deploy the network rapidly without elaborated wiring.
The nodes will be connected via acoustic links, and build a self-
configuring underwater network. For this purpose, a project with
name Robust Acoustic Communication in Underwater Networks

(RACUN) led by Atlas Elektronik, Germany, was started in 2010
in the framework of the European Defense Agency (EDA), funded
by and in collaboration with the Governments/MoDs of Italy, Ger-
many, Norway, Sweden and The Netherlands. RACUN has the
objective to develop and demonstrate the capability to establish a
robust ad hoc underwater acoustic network for multiple purposes,
using both mobile and stationary nodes. Among the purposes of
the network, the project targets general support for surface vessel
operations via data collection from underwater nodes. This is also
the case we consider in this paper.

In more detail, we focus on an underwater intrusion detection
network, deployed at the entrance of a harbor in order to monitor
outbound surface boats (also called “intruders” for brevity in this
paper). The presence of the network is unknown to the boats. In or-
der to maintain this status, the nodes forward data to collaborating
surface vessels by means of acoustic communications only. Also,
no gateway buoys are placed very close to the harbor to act as sur-
face sinks and gateways. This measure avoids that such equipment
may be detected and stolen, or tampered with.

A further design objective regards the coverage of acoustic com-
munications, which should allow the network to monitor a suffi-
ciently large area with only a few nodes. In turn, this calls for a
multihop configuration, where each hop spans 5 to 10 km, so that
a line of nodes can monitor a wide portion of the coast, while at the
same time being able to haul data out to a sea base at a safe distance,
several hops away. A basic design guideline stemming from the
sonar and empirical noise power spectral density equations in [2,3]
suggests that acoustic communications over such distances should
be operated in the 4 to 8 kHz band, in different shipping and wind
conditions. The main concern with this band, however, is that it
is highly affected by the noise generated by boat propellers, es-
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Figure 1: Harbor surveillance network, with 14 bottom nodes

organized in 4 parallel barriers. A ship and a buoy act as sea-

borne sinks and gateways. Grey links show the forwarding

paths obtained using the RF strategy (see Section 3.2.2).

pecially by those of speedboats [4, 5], which are the main target
of the movement detection network. This noise may disrupt com-
munications. In order to cope with this problem, we propose to
exploit the redundancy of multi-path routing to increase the prob-
ability that detection data is correctly delivered. In other words,
multiple routes allow data to escape jamming,1 in that at least one
route is hopefully sufficiently free of the propeller noise generated
by the boats. Note that for this detection application it is not nec-
essary that 100% of the detection data reaches the sink: a subset of
the generated packets would suffice to reconstruct the movement of
the boat to a rougher degree of accuracy: however the number of
detections should not be too low, otherwise the received data may
be interpreted as a false alarm, and therefore neglected.

2. SCENARIOANDSYSTEMPARAMETERS
With reference to Fig. 1, we assume that an underwater acoustic

network is deployed in the proximity of a harbor to be surveilled.
All nodes are bottom-mounted and organized in subsequent lines,
or barriers. The first barrier is placed in front of the harbor, and
is composed of 5 nodes, in order to obtain good coverage along
the coast. The distance between nearest neighbors within a barrier
is 3 km. The sensing range is 2 km. Every 8 km comes another
barrier which can sense movement as well as relay data, and has
one node less than the previous one, so that 2 nodes constitute the
fourth and last barrier. Again, this reflects the need to provide finer
movement readings near the coast. The network covers a total area
of 16 km × 32 km. The intended maximum transmission range of
a node in RACUN amounts to about 10 km, hence adjacent barriers
are typically in range of each other. We finally assume that a ship
and a gateway buoy are deployed close to the last barriers to act as
sea-borne sinks and gateways towards the sea base. More details
about this scenario can be found in [6].

The traffic generation pattern in this scenario is inherently event-
based. In a real application, the message generation frequency
could also be tuned to provide finer knowledge of the node move-
ments: one of our objectives is to evaluate how this affects the net-

1In this paper, the word jamming describes possibly unintentional
interference coming from a source other than the network nodes.

work performance. All messages will be relayed to the sink using
one of the routing strategies described in the next section. The size
of a detection message is set to 16 bytes, according to the Generic
Underwater Application Language (GUWAL) [6].

Although the number of nodes is reduced after each barrier, the
network features high connectivity, and multiple paths exist be-
tween the nodes. This makes the network robust against node fail-
ures, as well as against link breakage caused by jamming. In addi-
tion, it makes no difference which sink first receives a given data
packet, as they are assumed to be connected to each other and to
the sea base via other radio (terrestrial or satellite) links.

3. ROUTING PROTOCOLS
In this Section, we describe our routing strategies, which include

both single-path and multi-path routing. The latter is obtained ei-
ther via restricted flooding or with a form of adaptive source rout-
ing. The redundancy of multi-path routing is introduced to reduce
the impact of jamming noise from the boat leaving the harbor.

Our protocols are proactive, i.e., they exchange routing infor-
mation and find paths before actual network operations, which is
feasible here due to the static network topology. Therefore, the
delivery of data packets takes less time. An on-demand route dis-
covery process would take too long in a networks with such long
distances and propagation delays, and in addition it may also be
interfered by the jamming noise. In the following, we introduce
our route establishment procedure, and subsequently three routing
strategies, used to forward the data packets to the sinks.

3.1 Route establishment
The route establishment in our protocols is conducted by the

sinks. Each sink broadcasts a control packet every 5 minutes, which
includes the sink address, a sequence number and a hop count field.
Using a shortened 2-byte network address, the size of this packet is
6 bytes (2 bytes for each field).

Every bottom node which receives the message adds the sink to
its routing table, and stores the hop distance and the last hop ad-
dress, which is included in the MAC header. If a node receives the
control packet for the first time, it increments the hop distance by
one and rebroadcasts it. Duplicates received from other neighbors
are not discarded, but stored to have alternative routes available if
links break due, e.g., to temporary interference or node failures.

Routing entries are declared outdated i) after a period twice as
long as the broadcast interval of the message from the sinks, or ii)
if a packet with a higher sequence number and the same originating
sink and the same last hop address as the current entry is received.

We note that a multi-point relay selection (MPR) does not work
here, in contrast to, e.g., the Optimized Link State Routing (OLSR)
[7], which employs MPR to reduce the flooding overhead of control
packets. In fact, we require that a complete flooding is carried out
to cover all nodes, and collect a sufficient number of alternative
routes involving potentially any neighbors. This way, there is a
greater probability that one of the known routes still works, even in
the presence of a node generating jamming noise.

3.2 Data forwarding
After a bottom node has received at least one control packet from

one of the sinks, it can start transmitting detection data. As men-
tioned before, we implemented three different forwarding strate-
gies, which are described in the following subsections. The first
one represents single-path routing, supporting anycast addressing,
in that a packet can be received by either sink. The second one uses
restricted flooding in the direction of the sinks. The third strategy
selects disjoint paths from a topology graph inferred from control
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Figure 2: Example of data forwarding using MSRP.

messages, and forwards the data via source routing to the different
sinks.

3.2.1 Single-path routing (SP)

In this case, whenever a node wants to transmit data, it searches
in its routing table for the sink reachable with the smallest number
of hops. Then, the node sends the data packet by specifying a next
hop field, so that only the node addressed in such field will receive
the packet and forward it further with the same technique. With
this technique, the packet is routed back to the closest sink on the
shortest reverse path. If a node notices that the next hop is not
responding, it can select another neighbor from the routing table.
Also, if routing entries become obsolete the node can directly select
another routing entry from the list without being forced to wait until
the next control packets are broadcast.

The advantage of this strategy is its low overhead, which sums
up to only one address field; moreover, no unnecessary duplicates
are sent. However, this also makes the protocol more vulnerable to
jamming and broken links.

3.2.2 Restricted Flooding (RF)

The restricted flooding strategy (or selective flooding) [8] takes
advantage of the fact that all nodes know the minimum hop distance
to a sink. If a node has data to send, it adds only a time-to-live
(TTL) field to the packet, before broadcasting it. The TTL field is
set to the hop distance of the closest sink. All nodes which receive
this packet look into their routing tables and forward the packet
only if they know a route to that sink with shorter or equal TTL.

Fig. 1 shows how this forwarding strategy works in our scenario.
The node in the first barrier broadcasts its packet; all nodes in the
second barrier which receive the packet will forward it further, and
so forth. Therefore, the packet will be received by both sinks in
most cases. To limit unnecessary replica generation, if a node on a
barrier re-broadcasts a data packet, all nodes on the previous barrier
will drop it. This strategy is more robust than single-path routing,
but such robustness comes at the price of the additional overhead
due to the possibly many duplicates generated. The robustness can
be improved (at the price of an increased overhead) by increasing
the start value of the TTL field. For example, if the TTL value is
increased by one, all nodes in the same barrier will also forward the
data packet.

3.2.3 Multi-sink routing protocol (MSRP)

Whereas the information about the hop count and the last hop is
sufficient for the first two algorithms, the third variant needs addi-
tional topology knowledge. In particular, we need to construct a
topology graph, which in turn requires that each signaling packet
stores the identities of the nodes that relay it downstream. This
gives rise to additional overhead during route establishment, but
allows all bottom nodes to find disjoint paths to the different sinks.

In our version of this protocol, we select two paths from the
graph, one for each sink, possibly involving disjoint nodes. To
guarantee that the packets are routed along these chosen paths, we
pre-determine all hops via source routing.

We also extended the route establishment phase, via a technique
similar to that described in [9] for the graph-based multi-path rout-
ing. The basic idea is to collect additional information about the
topology by making every node wait a few seconds after receiving
a control packet before forwarding it. During this waiting period,
the node collects duplicates of the control packets transmitted via
other routes. The path information in each packet is merged, and
a more complete topology sub-graph is transmitted when forward-
ing the control packet further. Figure 2 shows how an additional
waiting period can lead to additional routes. If every node for-
warded the control packet directly, node D would only learn the
routes A→B→C→D and A→B→F→D, which are not disjoint.
The route A→E→C→D (which is disjoint from A→B→F→D)
would not be found, because C would forward the packet from B
and therefore drop the packet coming later from E. This problem
can be mitigated by waiting before propagating signaling messages,
thereby merging route information at each intermediate node. How-
ever, the argument above depends heavily on the network topology.
In particular, an additional waiting period does not always lead to
better routes in the RACUN topology. Moreover, the additional
overhead produced by the merged graphs reduces the performance
of our protocol. In fact, it turns out that routing to multiple sinks al-
ready leads to sufficiently disjoint routes, as opposed to the case of
data routing towards the same destination through multiple paths.
Therefore, for all simulations we set the waiting period to zero.

Before proceeding, we stress that we focus on routing in this
paper, and employ a medium access control protocol as simple as
ALOHA. This separates the routing performance results from the
performance of lower-level protocols. In addition, ALOHA is a
feasible choice in large multihop networks as discussed in [10]:
this is true also in our scenario, where the small packet size and
large propagation delay make it unlikely that many collisions take
place, and jamming noise is the major source of packet losses.

4. SIMULATION RESULTS

The evaluation of the network performance has been carried out
using the nsMiracle simulator [11]. The scenario reflects the topol-
ogy of Fig. 1. All nodes are deployed at an average depth of about
1000 m, and each has a detection range of about 2 km. There are
two static sinks, one on the left side and a second one on the right
side of the network. The boat to be detected (or “intruder”) leaves
the shore and enters the detection range of the nodes in the first bar-
rier. As long as the intruder is within the detection range of a node,
that node will generate detection packets, which are to be routed to
either sink using one of the routing algorithms described in Sect. 3.
These packets are 16Bytes long, and are generated at a fixed rate
as long as the boat is within the detection range. We test the net-
work performance over typical packet generation rates of interest
in RACUN, from 1 to 6 packets per minute. We simulate imper-
fect detections by applying a 5% chance that a detection fails: in
this case, the corresponding packet is not generated. Control pack-
ets are 6Bytes long, plus an additional 2 Bytes for every source
routing entry in MSRP.

The nodes communicate in the RACUN band, from 4 to 8 kHz.
The transmission bit rate is 256 bps, which corresponds to a trans-
mission time of 0.5 s for a detection packet. The transmit power of
each node is 157.3 dB re µPa, and has been set so that two subse-
quent barriers can communicate, but no node can reach two barriers
away. The attenuation of the acoustic signals is computed via the
link budget model in [2,3]. The noise in this case is generated both
by the environment and by the engines of the intruder, which acts as
a de-facto jammer. In order to test the network performance under
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different jamming power, in our results we also vary such power
from 120 to 180 dB re µPa.

The simulation results are averaged over several runs, each fea-
turing a different, random position of the nodes within a circular
area of radius 500 m around their nominal location. The trajectory
of the node exiting the harbor is always a straight line, whose start-
ing point and direction are also randomized at each run. The speed
of the intruder is fixed to 10 knots. The background noise level,
inferred from the empirical equations in [2], is 34 dB re µPa.

Figs. 3 to 6, depict the average packet delivery ratio (PDR), the
packet overhead, the average delivery delay and the number of hops
traveled per packet, respectively. All metrics have been calculated
based only on the first copy that reaches either sink: the PDR is
the average fraction of generated packets that reach either sink; the
delivery delay is the average time elapsed from the generation of
the original packet to when the first copy reaches either sink; the
number of traveled hops is similarly defined as the average route
length incurred by the first packet copy that correctly reaches either
sink; finally, the packet overhead is the average ratio of the number
of duplicate packets that reach the sinks to the number of generated
packets.

In Fig. 3 we plot the average packet delivery ratio against the
jamming noise power caused by the intruder. The generation rate
of detection packets is fixed to 6 pkt/min. As expected, the single-
path (SP) protocol fails to deliver 100% of the transmitted pack-
ets, even in the presence of a low-power jammer. This is due to
errors caused by noise and collisions over the long-haul links in
Fig. 1. (Recall that we focus on routing approaches in this pa-
per, and thus do not consider specific medium access protocols or
error control schemes.) Multi-path approaches may exploit the re-
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dundancy offered by multiple transmissions at the price of greater
overhead, whereas the SP protocol cannot: an erroneous transmis-
sion over any link of the only route leading from the source to the
sink would result in a lost packet. For low jamming power, both the
restricted flooding (RF) algorithm and the multi-sink routing pro-
tocol (MSRP) achieve near-100% delivery ratios. On the contrary,
for high jamming MSRP performs worse, as it saves on the number
of replicas via a form of source routing, which requires updates be-
fore a new route can be established. This procedure is also subject
to errors as route update packets, albeit very short and frequently
sent, may be corrupted by the jamming noise. However, the multi-
path behavior still gives MSRP an advantage over SP. RF works
best thanks to local flooding in the direction of the sinks, which
gives rise to more packet replicas.

The latter statement is proven by Fig. 4, which shows the much
larger overhead induced by RF with respect to MSRP. (The over-
head of SP is 0.) At high jamming power, around 2 of the many
replicas generated by RF survive, whence its higher PDR.

The delivery delay and number of hops traveled by a packet are
very similar for all policies (see Figs. 5 and 6 respectively). We
observe that for low jamming power, the delay is about 7.5 s, as the
average is taken over both short and longer routes. As the jamming
noise increases, the detection packets traveling the longest routes
get corrupted and are sometimes lost, whence the decreasing PDR
in Fig. 3. Conversely, the packets traversing a lower number of
hops reach the sink with high probability. As the average delay is
computed only over correctly received packets, its value decreases.
When the jamming power increases beyond 160 dB re µPa, the
interference considerably affects even shorter routes, and the de-



lay increases again. The greater number of replicas created by RF
(responsible of the better PDR) comes also at the price of longer
routes, which also leads to longer delays. We infer that RF’s per-
formance would get worse if the routes got longer: a possible coun-
termeasure would be to increase the number of sinks if the number
of nodes increases. As a final note on this first set of results, the
average number of hops required to reach a sink is always on the
order of 1 to 2: this is a consequence of the deployment of the
network in barriers, and of the placement of the sinks on the left
and right of the third barrier. In fact, the packets generated by the
first barrier require about 3 hops to reach one of the sinks (see also
Fig. 1), those generated by the second barrier require about 2 hops,
whereas the last two barriers make it to the closest sink in one hop.

We conclude our evaluation of the SP, RF and MSRP routing
protocols by briefly noting that their packet delivery ratio is almost
constant as a function of the number of packets generated by the
bottom nodes (figure omitted for brevity). This is a consequence
of two facts: i) the detection packets are short, which helps keep
them separated in time, and iii) the traffic generation pattern is
strongly event-based, which limits the amount of generated traffic.
The same observations apply also in the absence of the jammer.
With respect to this case, the drop observed when the jammer is
present is about 15% for RF, and about 30% for SP and MSRP.
The other metrics considered in the first part of this section are also
quite insensitive to the packet generation rates.

5. RELATEDWORK
There exists a wide range of routing protocols for wireless ad

hoc networks, typically defined as proactive or reactive, depending
on whether or not routes are established before they are actually
used to convey traffic. In this paper, we focus on proactive proto-
cols only, which help reduce the delay before a detection packet is
reported to a sink, and also avoid that route establishment packets
are jammed on their way to the sinks. For terrestrial ad hoc net-
works, many multi-path protocols were also developed. For exam-
ple, Multipath-DSR (M-DSR) [12], extends the Dynamic Source
Routing (DSR) [13] protocol by replying to multiple Route Re-
quests (RREQ) which carry a link-disjoint path. However, dupli-
cate RREQs can still be dropped at intermediate nodes, hampering
the discovery of disjoint paths (see also Sect. 3.2.3). Split Multi-
path Routing (SMR) [14] counters this problem by introducing a
different route discovery mechanism, requiring more control pack-
ets. However, such a high control overhead would not be feasible in
underwater networks. A different approach is taken in the Graph-
based Multipath Routing (GMR) [9] protocol. GMR includes graph
information in the control packets during route discovery, in order
to build a mostly complete network graph at the destination. A
local graph search algorithm is used to find disjoint paths. GMR
will finally select only one path, while retaining the alternatives for
use in case of link breakage on the current path. This reduces the
delivery delay, as no route rediscovery is necessary. In this paper,
we used multiple routes simultaneously, with the objective to en-
hance robustness against jamming and to improve the probability
of correct data delivery. These guidelines have been followed in
the design of MSRP (see Sect. 3.2.3). Another important differ-
ence between MSRP and other multipath protocols is that, in our
scenario, each sensor can report its detection to any of the sinks,
which makes the network multi-source, multi-sink, and anycast,
unlike general-purpose communication networks.

6. CONCLUSIONS
In this paper, we compared one single-path (SP) and two multi-

path routing protocols for underwater acoustic networks in terms of

resilience against in-band jamming noise. The two multi-path pro-
tocols achieve jamming resistance via restricted flooding (RF) or
via adaptive source routing (MSRP). Overall, we concluded that the
best protocol in terms of PDR is RF, whereas SP is the worst. How-
ever, the absence of multi-path routing overhead in SP can make it
a good candidate whenever the power of jamming noise is known
to be significantly lower than the power of received signals. MSRP
is a protocol with intermediate performance, and represents a good
tradeoff between the requirements of high PDR and limited over-
head, even though its PDR may suffer in the presence of very high
jamming noise.

Future work on this topic includes an evaluation of the protocols
for varying number of static and mobile sinks.
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