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Abstract—In this paper, we study the spatial correlation of
the communications performance in a static scenario, by using
the SPACE08 experimental data set. Specifically we estimate the
channel quality in terms of Signal to Interference and Noise Ratio
(SINR) at the output of the equalizer, at four receiving stations,
which were deployed at different distances and orientations,
and we compute their cross correlation both in time and in
space. This experimental study on the spatial distribution of
the channel quality among nodes allows us to provide insight
on the performance of networking protocols. As an example,
we consider three routing policies, which we compare in terms
of throughput, latency and link utilization. Results show that
the policy that minimizes the number of hops is optimal in this
scenario.

I. INTRODUCTION

Underwater acoustic communications make it possible to

explore and constantly monitor the ocean, wirelessly and

without jeopardizing human lives, and therefore represent one

of the most important technologies for ocean-related sciences

and military applications. Nevertheless, they are characterized

by more challenging propagation conditions than terrestrial

radio communications, so as to make the optimal solutions

developed for the latter unsuitable for underwater acoustic

communication systems. In recent years, the scientific and mil-

itary communities have also shown interest in the potential of

an underwater network of sensor nodes, able to communicate

with each other in order to convey the required information to a

final user, safe onshore. For this reason, researchers have been

investigating and designing new network protocols, optimized

for the underwater acoustic scenario.

First, in order to design better protocols, the characteristics

of underwater acoustic propagation which most significantly

impact communications performance, have to be identified.

Among these features, we enumerate the propagation delay,

the time-variability and the frequency-selectivity. Moreover,

from the network point of view, the spatial dimension and

in particular the relationship in space between simultaneous

communications performance matters. As examples, authors

in [1], [2] exploit the spatial information in their routing pro-

tocols. Furthermore, the spatial relationship of the communi-

cation performance is very important in the context of mobile

devices. For these reasons, in this work we study the spatial

correlation of the communication performance measured at

four receiving stations deployed in shallow water, 200 m
and 1000 m from the transmitter along orthogonal directions.

This data set has been collected during the Surface Processes

and Acoustic Communications Experiment (SPACE08), which

was conducted at the Martha’s Vineyard Coastal Observatory

(MVCO) operated by WHOI.

In the literature, works such as [3], [4], [5], [6], mainly focus

on the decorrelation distance of the instantaneous channel

impulse responses in terms of number of wavelengths. These

results are useful for developing better receivers, but they

do not provide much insight from a network perspective.

Instead, here we want to understand whether different links

are characterized by independent communication performance,

and if not, we want to investigate how to use this correlation.

We also evaluate the time series of the spatial correlation

across several days and different environmental conditions,

so as to qualitatively explain the observed fluctuations. In

order to show how important the spatial relationship of the

communication performance is for network protocols, we

provide a comparative study of three different routing policies.

By exploiting the measured data, we derive the performance

of these routing policies in terms of throughput and latency.

Results confirm that thanks to the spatial characteristics of the

underwater acoustic communication performance, the policy

that minimizes the number of hops is optimal in the considered

scenario.

II. SCENARIO AND SYSTEM MODEL

In this section, the experimental conditions are detailed

and their applicability to conditions in more general shallow

water environments is described. In addition, we present the

communications system model from which channel quality

and communications performance metrics are derived.

A. Scenario

The considered scenario consists of one transmitter and

four fixed receiving stations, which we call S3, S4, S5 and

S6. Systems S3 and S5 are deployed along the Southeast

direction at 200 and 1000 m, respectively, whereas S4 and

S6 are deployed along the Southwest direction, again at

200 and 1000 m. The seafloor at the experiment site was

15m deep, and relatively flat. The sound speed profile can

be approximated as constant over the water column. In this

shallow water scenario, the propagation of the sound waves is

mainly affected by the interaction between the acoustic waves

and the time-varying surface. Since the SPACE08 data set



18 19 20 21 22 23 24 25 26 27
0

2

4

6

8

10

12

14

16
W

in
d

 S
p

e
e

d
 (

m
/s

)

18 19 20 21 22 23 24 25 26 27
0

45

90

135

180

225

270

315

360

W
in

d
 D

ir
e

c
ti
o

n
 (

d
e

g
re

e
s
)

Wind Speed and Direction

Date, October 2008

Fig. 1. Time series of wind speed and direction.

covers a broad range of wind and therefore surface conditions,

it can be taken as representative of the acoustic properties

of other coastal very shallow water scenarios, to which our

study can be extended. As an example of the measured wind

conditions, we show Figure 1, where the line represents the

wind speed and the dots refer to the wind direction. The

wind speed is known to influence both the noise level and

the wave heights, which in turn affect the channel quality. In

the following, we will consider a subset of the collected data,

from October 18 to 24.
The source was omnidirectional, placed on a tripod de-

ployed on the sea floor. The receiving stations consist of

several hydrophones, recording the data. We consider here the

signals collected at four hydrophones separated by 5 cm at S3

and S4, whereas they are separated by 12 cm at S5 and S6.

The transmitted acoustic signals consist of multiple rep-

etitions of a 4095 point binary maximum length sequence

transmitted at a symbol rate of 6.5 kbps and modulated

according to a Binary Phase Shift Keying (BPSK) scheme at

a central frequency of 12.5 kHz. A transmission one minute

long was repeated successively for three times, thus resulting

into a train three minutes in duration, which was sent once

every two hours for ten days. From the recorded acoustic

signals, we infer the channel quality and the communications

performance of the communications system, described in the

following section.

B. System model

Figure 2 represents the considered receiver. Modulation

symbols, a(n), are transmitted over the channel, c(t, τ), which
introduces distortion, and they are received with additive noise

w(t) at the receiver side at the considered four hydrophones.

After synchronization, the received signals are resampled, and

processed by a Decision Feedback Equalizer (DFE), which

compensates for the Inter-Symbol Interference (ISI). The DFE

is adapted in a training mode, with Bit Error Rate (BER)

and SINR statistics calculated using the data that follows

an initialization period of 2000 symbols. The output of the

✲a(n)
g(t)

TX
✲s(t)

c(t, τ)

Channel
✲ ❢+

✻
w(t)

✲✲✲
r(t) ❍❍❲

RX
✲✲✲

r(n)
DFE

Equalizer

✲s̃(n)

Fig. 2. System model. The symbol r(t) represents the vector of the received
symbols at different receiver elements.

equalizer, the software decision, is then decoded into symbols

by using a minimum distance criterion.

We subdivide the received signal into packets, consisting of

6500 symbols, of which 2000 are used for the initialization

of the equalizer. We then measure the number of symbols

which were not correctly received per packet, thus obtaining

the communication performance in terms of BER for every

average SINR measured at each packet.

The software decision, s̃(n) can be expressed as:

s̃(n) = a(n) + w̃(n), (1)

where w̃ is the residual additive noise, which includes noise

and residual ISI, and a(n) is the transmitted symbol. The

statistical power of the residual noise w̃, indicated as σ2, can

be estimated over the information symbols in a packet as

σ2 =
1

N − 1

N
∑

n=1

|s̃(n)− a(n)|2. (2)

The SINR, indicated as γ, is computed as γ = Es

σ2 , where Es

is the average symbol energy.

III. SPATIAL CORRELATION COEFFICIENT

In this section, we present the estimated average channel

quality in terms of SINR and the corresponding communica-

tions performance in terms of BER. Then, we show the spatial

correlation coefficient of the channel quality among the four

receiving stations.

A. SINR and communications performance

We present and discuss the obtained time series of the SINR,

averaged over each packet and measured at the output of the

equalizer. Fig. 3 presents the SINR time series at systems S4

and S6, which were deployed along the same direction, but at

200 and 1000m from the transmitter. The time series refer to

the period from October 18 to 24, and the same observations

hold for the SINR time series observed at S3 and S5.

We notice that the levels of SINR are quite comparable

during the experiment period, even though the receivers are

separated by 800m. This can be explained by observing Fig. 4

in which we show an example of the measured amplitude

of the channel impulse response measured on October 22

at receivers S4 and S6. The figure shows that the impulse

response for the S4 channel has a significantly greater delay

spread than the S6 channel. Therefore, even though the signal

to S4 experiences lower average attenuation due to the shorter

range, it experiences greater ISI, which is not completely

eliminated by the DFE. This balance between the signal level

and the ISI effects results into SINRs that are comparable



18 19 20 21 22 23 24
6

7

8

9

10

11

12

13

14

15

16

time, [days]

γ
 [
d
B

]

 

 

S4

S6

Fig. 3. Time series of the measured average SINR at systems S4 and S6,
from October 18 to 24. We recall that the presented estimates are taken every
two hours for three minutes, during each day.
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Fig. 4. Examples of the amplitude of the channel impulse response at systems
S4 and S6, during October 22.

between the links from the transmitter to S3 and S4 (and

similarly from the transmitter to S5 and S6).

The figure shows that the impulse response for the S4

channel has a significantly greater delay spread than the S6

channel. Therefore, even though the signal to S6 experiences

greater attenuation due to the longer range, it also experiences

greater ISI. The ISI is not completely eliminated by the DFE.

The balance of the lower signal level and ISI effects result

into SINRs that are comparable between S3 and S4 and S5

and S6.

Since the levels of SINR values are in the medium-high

range (around 7 to 14 dB), the observed BER is quite low.

In order to provide the overall communications performance,

we show in Fig. 5 the time series of the BER averaged

over the three minute interval, from October 18 to 24, for

stations S4 and S6. As observed before for the SINR, the

communications performance of the longer link is comparable

with (and sometimes even slightly better than) that of the
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Fig. 5. Time series of the observed average BER at systems S4 (black points)
and S6 (red points).

shorter one. This observation also holds for systems S3 and

S5.

The observations in this section motivate the study that

will be presented in Section IV, where we will evaluate the

performance of different routing policies. Indeed, unlike in

terrestrial wireless networks, where shorter links are typically

more reliable and therefore often preferred in a routing algo-

rithm, in the scenario under study long and short links have

comparable communications performance, so that a different

paradigm should be used. This is why we are also interested in

studying the spatial correlation of the measured average SINR

among the nodes, which is provided in the next section.

B. Spatial correlation coefficient

The spatial correlation coefficient between two receivers, Si

and Sj , is computed as

ρ (Si, Sj) =
Cov(γi, γj(τ))

√

Cov(γi)C(γj(τ))
, (3)

where Cov(·) is the covariance function defined as

Cov(x, y) = E[(x−mx)(y−my)] and τ represents the differ-

ence between the propagation delays from the source to sta-

tions Si and Sj . The covariance is estimated by Cov(γi, γj) =
1

N−1

∑N
n=1(γi(n)−mi)(γj(n+ τ)−mj), where mi and mj

are the SINRs averaged over the time interval three minutes

long at Si and Sj . In this way, we obtain a temporal behavior

of the spatial correlation coefficient, ρ(t).

We study the time series of the correlation coefficient, since

we want to understand whether or not it depends on environ-

mental conditions, which are also time-varying. We want to

highlight that the estimated coefficient, as indicated in Eq. (3),

indicates how the trends of the SINRs, measured at stations

Si and Sj , are correlated, e.g., whether the SINR is increasing

(decreasing) at Si, when it is increasing (decreasing) at Sj . The

case of sufficiently high correlation coefficient can be useful

when the transmitter knows the channel state information on
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Fig. 6. Spatial correlation between systems S3 and S4, deployed at 200 m.
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Fig. 7. Spatial correlation between systems S5 and S6, deployed at 1000 m.

Si and wants to infer some information about the channel state

at Sj .

In Fig. 6, we show the time series of the correlation

coefficient for the couple (S3,S4), in order to investigate how

correlated the SINRs measured along orthogonal directions are

for the shorter links. We observe rather low correlation levels

over the whole observation period.

In Fig. 7, which represents the cross-correlation coefficient

between S5 and S6, we can observe a similar behavior.

Fig. 8 shows the time series of the correlation coefficient

between S3 and S5, deployed along the same direction but at

different distances. These results quantify how correlated the

channel quality is at different distances. A high correlation

means that the trends around the average during the three

minutes of observation are very similar at the shorter and

longer links, thus suggesting that the fluctuations of the SINR

are caused more by the direct arrivals than by the surface

reflected arrivals.
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Fig. 8. Spatial correlation between systems S3 and S5, deployed along the
Southeast direction.
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Fig. 9. Spatial correlation between systems S4 and S6, deployed along the
Southwest direction.

For completeness we also present Figs. 9, 10, and 11,

which show the time series of the spatial correlation coefficient

between S4–S6, S3–S6, and S4-S5 respectively.

In Fig. 12 we present a case of correlated SINR measured

at S3 and S6. In fact, we can notice that when the SINR at

S3 decreases with respect to the average in the three minute

interval, the SINR at S6 follows the same trend. Conversely,

in Fig. 13, we show a case of non correlated SINRs, in which

the time series exhibits an i.i.d. behavior for both systems S4

and S6.

To conclude, we discuss on the importance of the presented

results. We have shown that in a very shallow water scenario

the channel quality seen above the physical layer is comparable

at different ranges, and that the trends of this quality are rarely

similar across the experiment area. This result can be very

useful in networking protocols and in mobile scenarios, since

if the channel quality is known at a short distance, it can be
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Fig. 10. Spatial correlation between systems S3 and S6.
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Fig. 11. Spatial correlation between systems S4 and S5.

assumed to be similar in the longer distance and if the channel

quality trend is decreasing then, under certain conditions, the

same behavior can be expected on the longer link. To provide

further evidence about these conclusions, in the next Section

we show a study on routing policies.

IV. EVALUATION OF ROUTING POLICIES

In light of what was presented so far, we now describe the

considered static network and three routing policies, which we

will evaluate in terms of performance and link utilization by

using the processed data. The main objectives of this study

are to evaluate and compare three routing policies in the

static shallow water scenario, in order to understand whether

an optimal policy exists in such case. In order to carry out

this evaluation, we assume the network topology shown in

Figure 14, where the source node S has to transmit data to a

destination node, denoted as D, through the relay nodes S3,

S4, S5 and S6. We also assume that node D is sufficiently
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Fig. 12. Time series of the SINR measured at S3 and S6 during the three
minute interval at noon, October 19, when the correlation coefficient is close
to 0.6.
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Fig. 13. Time series of the SINR measured at S4 and S6 during the three
minute interval at 4 am, October 21, when the correlation coefficient is small.

far from the source node S (say 2000 m), so that they

cannot communicate directly with each other. Analogously, we

assume that only S5 and S6 can reliably communicate with

D.

Moreover, since the data from S3 to S5 and S6, and the

data from S4 to S5 and S6 are not available and given that

the distances are similar to those from S to S5 or from S to

S6, we assume that the channel quality of these links is the

same as that measured between the source node S and the

receiving stations S5 and S6. Another approach could be to

consider the spatial correlation coefficient between the couples

(S3,S5), (S3,S6), (S4,S5) and (S4, S6) at the proper delays, and

infer the missing data by exploiting the correlation. However,

we employ the first approach since in this way we can use

the entire time series and not only the data during periods

with high correlation coefficients. Moreover this approach

is a reasonable approximation, since we observed similar

performance between the shorter and longer links.

From this assumption, we can expect that the longer links



Fig. 14. Considered scenario.

are the best choice in a routing protocol for this shallow

water scenario, since passing through the relaying nodes at

the shorter links does not provide any advantage, in terms of

reliability, and will incur higher latency. However, since in

the simulation we downsample the SINR time series between

S and S5 or S6 at different rates depending on whether we

consider links S to S5 (S6) or S3 (S4) to S5 (S6), we show

this same result obtained via simulation. We also assume that

links S5–D and S6–D are fully reliable, i.e., once the packet

reaches S5 or S6, it is reliably delivered to the destination.

The first considered policy is the most general among those

we evaluate. In fact, it consists in choosing the path that

maximizes the minimum per-hop SINR, thus resulting in the

optimal policy in terms of reliability, since it maximizes the

communications performance of the network bottleneck. For

this policy the possible paths from the transmitter to the

destination are six, i.e., p ∈ A = { S–S3–S5–D, S–S3–S6–D,

S–S4–S5–D, S–S4–S6–D, S–S5–D, S–S6–D } and the chosen

path can be expressed as

P̂1 = argmax
p∈A

γ(p), (4)

where γ(p) is the minimum SINR measured over all hops in

path p.

The second policy consists in restricting the above search

to paths with the minimum number of hops. In this case the

possible paths are a subset of A, i.e., p ∈ B = { S–S5–D,

S–S6–D } and the chosen path can be written as

P̂2 = argmax
p∈B

γ(p). (5)

The third policy is also a particular case of the first one,

and it limits the first search to paths with the shortest hops. In

this case the possible paths are a subset of A, i.e., p ∈ C = {
S–S3–S5–D, S–S3–S6–D, S–S4–S5–D, S–S4–S6–D} and the

chosen one is

P̂3 = argmax
p∈C

γ(p). (6)

When running the simulations, we downsample the time

series of the measured γ at the proper propagation delays

for the different links and we consider the communications

performance and the delay associated at each hop for all

possible paths in each policy. In this way, we could then

evaluate the throughput, the latency to deliver the packet, and

the percentage of the link utilization.

We compute the throughput as the fraction of correctly

received bits per unit time. The time unit is the time to transmit

a packet, which is almost 1 s. If a packet is not correctly

received at any hop in the path it is dropped. The latency

delay is the time spent by the packet in order to reach the

destination, which depends on the length of the packet, which

is fixed, on the propagation delay, and on the hops chosen by

the policy. Eventually, we also evaluate the number of times

a link was chosen by each policy in order to observe whether

there exists a privileged direction.

Table I shows the results averaged over the period from

October 18 to 24. In the considered scenario, the first and

second policy are equivalent, and are optimal in terms of both

latency and throughput. This confirms the results presented in

Section III-B, where we showed that the channel quality of

the longer links is comparable to that of the shorter links, and

for this reason the policy which minimizes the number of hops

has also the best performance in terms of reliability. However,

the second policy is simpler to implement, since it does not

require information on the channel quality to be fed back for

all the available links, but only for the local ones, in this case

S5 and S6. On the other hand, we note that the whole topology

still needs to be known by all nodes in the network, in order

to be able to compute the path that has the minimum number

of hops. This shared knowledge of the topology might be a

problem in mobile networks, whereas in static networks it has

to be recomputed only in case of link failures.

As a final remark, we highlight that the obtained results are

valid in a very shallow water scenario, for which the channel

quality only depends on the surface conditions, whereas for

shallow water scenarios for which the water column is around

100 m a further study should be performed, since for those

conditions it is not well understood how the combination of

time-varying sound speed profile and surface conditions affect

the channel quality in the horizontal space. Studies such as [7],

[8], [9], [10] have investigated the impact of the environmental

variability on the channel quality in the vertical space, but the

horizontal space contribution has not been provided yet, and

will be part of our future work.

V. CONCLUSION

In this paper, we studied the horizontal spatial correlation of

the channel quality by using experimental data collected in a



TABLE I
POLICY EVALUATION

Policy vs Performance Policy 1 Policy 2 Policy 3

Throughput kbps 4.4409 4.4409 4.4393

Latency s 1.333 1.333 1.43

S3–S5 0 0 0.1701

S4–S6 0 0 0.2754

S5 0.4943 0.4943 0

S6 0.5057 0.5057 0

cross links 0 0 0.5545

very shallow water scenario. Then, based on the observations

derived in the first part of the paper, we evaluated three

policies which are usually employed in routing protocols. We

computed their average performance in terms of throughput,

latency and link utilization.

Results on the spatial correlation study show that short

(200m) and long (1000m) links have comparable channel

quality from a BPSK communications system perspective.

Moreover, in light of what observed for the spatial correlation,

we have shown that the optimal routing policy is the one that

minimizes the number of hops.

This study made it possible to better understand the spatial

dynamics of the channel quality, for a specific but usual

scenario in coastal areas. Further similar studies will be carried

out in order to better understand the spatial distribution of

the channel quality in underwater acoustic networks in deeper

water, so that more efficient networking protocols can be

designed.
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