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Underwater communications
Underwater acoustic networks make it possible to wirelessly convey information, e.g.,
coming from measurements and sensing applications from under water to the surface.
However, underwater communications are characterized by long delays, small available
bandwidths and high error rates. These aspects may significantly affect the design of a reli-
able data-link layer for such systems. In this paper, we assess the performance of hybrid
automatic repeat request error control schemes and we evaluate their application to
improve the reliability of time-varying underwater acoustic links. We employ a parametric
Markov model, which has been trained over channel traces collected during at-sea exper-
iments. The results, based on both experimental data and analysis, suggest that parametric
probabilistic representations, such as the considered Markov model, are good candidates
for describing the correlated underwater acoustic channel dynamics, and may be employed
to achieve a realistic evaluation of the data-link layer performance for underwater acoustic
scenarios. Analytical and simulation results confirm that incremental redundancy
improves the throughput of underwater acoustic links, even when real channel conditions,
such as those encountered in the considered experiments, have wide dynamics over time.
Finally, this kind of evaluations, beyond the data-link design, can also be employed at the
network level for routing and network deployment considerations.

� 2014 Published by Elsevier B.V.
1. Introduction

Underwater acoustic (UWA) communications and net-
works have recently received considerable attention from
the research community, since they make it possible to
wirelessly convey information from under water to the
surface, thus enabling several ocean-related applications,
in particular for sensing and monitoring of seismic activity,
oil leakages, chemical pollutions, and so on [2]. However,
the harsh underwater acoustic channel conditions give rise
to several challenges related to reliability, latency, and
energy consumption [3]. In particular, the data-link design
is challenging since data rates of underwater acoustic
transmissions can reach tens of kilobits per second at most
(over typical distances of the order of kilometers) [4].
Moreover, error control can be critical since, in such a sce-
nario, employing forward error correction (FEC) would
require a conservative dimensioning of the amount of
redundancy required for error correction, while Automatic
Repeat reQuest (ARQ) can lead to longer delays, since the
sound propagates underwater with a speed of
Q over
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approximately 1500 m/s: thus, round trip times can be of
the order of a few seconds, even if a very small packet size
is employed.

We propose and evaluate the use of hybrid ARQ (HARQ)
schemes, where data packets are protected with FEC, but
retransmissions are allowed when required. In this way,
the codeword redundancy can be adaptively tuned by
retransmissions as needed. For this very same reason,
HARQ schemes have been originally proposed to address
unreliability in terrestrial radio time-varying channels,
e.g., for mobile wireless networks. However, UWA commu-
nications are even more sensitive to the physical layer, and
therefore the data-link design requires a careful cross-layer
assessment. Indeed, UWA communications may suffer
from heavy fluctuations of the channel quality, similar to
the wireless channel, as shown in [5,6]. HARQ is therefore
a good candidate for error control, also because it requires,
as a feedback control message, a simple acknowledgment
from the receiver instead of more detailed channel state
information, which may become outdated given the long
propagation delays under water.

To the best of our knowledge, a cross-layer performance
evaluation of HARQ techniques for UWA communications
is a missing contribution in the literature. This can be jus-
tified by the lack of an accepted statistical channel or
packet error model for UWA communications, which is still
an open problem [7–9]. To overcome this hurdle, we pro-
pose to employ a Markov statistical model, able to repre-
sent time correlation of the channel states. Markov
models are recognized as both valid and useful means to
represent terrestrial radio channels and to analytically
characterize techniques such as ARQ/HARQ [10]. A similar
contribution for the UWA scenario does not exist, and
therefore, we here present an analytical framework to
derive the performance of HARQ schemes in UWA
communications.

More specifically, we evaluate the data-link layer per-
formance through the following steps: (i) estimation of
the channel statistics and derivation of the Signal-to-Noise
Ratio (SNR); (ii) derivation of the corresponding reliability
regions of the HARQ scheme for capacity-achieving codes,
as described in [11,12]; (iii) quantization of the channel
quality through the method proposed in [13], in order to
obtain a Finite State Markov Chain (FSMC); and (iv) overall
performance evaluation, considering different HARQ
schemes.

To validate this general framework also in the UWA sce-
nario, we focus on a specific case study, consisting of chan-
nel qualities measured during at-sea experiments. In this
scenario, we test the Markov assumption and we apply
the characterization via an FSMC, which enables the deri-
vation of various performance metrics. Also, note that the
scenario considers just two nodes, and therefore interfer-
ence is absent. However, it would be possible to incorpo-
rate interference as well by considering the statistics of a
Signal-to-Interference-plus-Noise Ratio (SINR) as opposed
to the plain SNR. The obtained results can be generalized
to scenarios with channel dynamics similar to those
observed in the considered case. In addition, the proposed
methodology can be applied to any other experimental
SNR trace, and is therefore of significant practical value.
Please cite this article in press as: B. Tomasi et al., Cross-layer analysis
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The remainder of this paper is organized as follows. Sec-
tion 2 gives the background for the present study in terms
of related work and possible cases of application. In Section
3, we describe the mathematical representation of the
HARQ technique, the experimental SNR traces and the
quantization of the channel state. Then, in Section 4, we
combine these parts to derive the Markov model for HARQ
with or without Incremental Redundancy (IR), used to
evaluate the performance in terms of throughput, number
of retransmissions per correctly received packet, and
probability of frame discarding. Section 5 presents the
numerical results and validation of the proposed frame-
work by considering all the critical points. Finally, Section
6 concludes the paper.
2. Related work and applications scenarios

Underwater networks are strongly affected by long
propagation delays, high error probabilities and low data
rates [4,14]. Thus, most of the studies focus on simplified
mechanisms for error control, and it is often claimed that
half duplexing constraints limit the choice of ARQ mecha-
nisms to the simple Stop-and-Wait implementation. Alter-
natively, just FEC is employed. We argue that in reality the
best choice for such a critical scenario would be to set for a
hybrid ARQ, where channel impairments are mitigated by
error correction coding, but at the same time ARQ allows
a better control of momentary channel fades by retrans-
mitting packets on-demand.

Moreover, a number of solutions can be adopted at the
transmission level, to circumvent the constraint posed by
the half-duplex channel. In [15] it is argued that, by prop-
erly estimating the propagation time, which is actually
well predictable in stationary conditions, transmissions
and exchange of acknowledgments can be coordinated so
as to avoid mutual collisions between the transmitter
and the receiver. A similar idea is exploited in [16], where
a proper duty cycle is set on the activities of both nodes,
which results in an improved SW mechanism where
exchange of packets is almost continuous.

When looking at the most common applications of
underwater networks [3], it is also worthwhile remarking
that in many scenarios the generation rate of the source
data is considerably low: this is the case of marine moni-
toring for seismic activity or assisted navigation. This
means that one can often assume, as we do in this paper,
that the ARQ reduces to an ideal ARQ scenario where a lim-
ited number of pending packets (just one) is considered,
thus Selective Repeat or Stop-and-Wait ARQ coincide
[13]. It is actually an extreme case of a low Bandwidth-
Delay-Product scenario, motivated by the fact that we have
both undesirable properties of high propagation delay but
also extremely limited bandwidth [5].

ARQ over channels with high propagation delays can
also be handled using expedients such as the one proposed
in [17], where idle times of the channels can be exploited
to improve the retransmission mechanism, by adding a
second replica of retransmitted packets. Similarly, ARQ
can benefit from and also improve the network perfor-
mance in multi-hop contexts, and it is better if
via Markov models of incremental redundancy hybrid ARQ over
0.1016/j.adhoc.2014.07.013
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implemented on a per-hop basis [18]. Cooperative and
opportunistic paradigms can also be employed to this
end [19]. While such ideas are not directly exploited in
the present paper, they would be actually easy to integrate
with the overall framework.

Finally, the work is based on the analysis developed in
[20] to study the HARQ process based on an efficient chan-
nel representation by means of a Markov chain. The key
idea is to pursue the characterization of the channel
directly aiming at the HARQ status, thus considering Mar-
kov states that are related to the HARQ process. However,
that contribution is entirely different since it refers to ana-
lytical models for a wireless radio transmission, a scenario
that is much better understood than underwater acoustic
communications. One of the main goals of this paper is
to demonstrate the generality and practicality of the
model, by looking at an entirely different scenario and
channel traces taken from real measurements.

In this sense, a preliminary version of this paper
appeared in [1], where the focus was however limited to
showing the performance evaluation for hybrid ARQ on
underwater channels thanks to the proposed model. With
respect to that contribution, this paper brings considerable
additions in validating the applicability of the model itself
rather than just discussing its capabilities. In particular, we
consider a correlated channel and present a detailed dis-
cussion on whether the quantization of the channel state
should take into account the correlation of the channel
evolution, which causes a distortion of the reliable region.
Additionally, we discuss the update frequency of model
training, which is shown to be reasonable for practical
implementations. Finally, we relax the assumption of ideal
ARQ, which enables us to generalize the conclusions found
by the proposed framework. None of these aspects is con-
sidered in [1].

For what concerns practical applications, our approach
can be used as a general evaluation instrument, where
communication metrics are extracted from physical
parameters of the network. Apart from practical evalua-
tions on real testbeds [4], which would be time- and
resource-consuming, the only alternative to such an
approach would be to evaluate the performance from the
measured traces, which can be done only offline. Instead,
our methodology can be applied to real-time applications,
since performance metrics can be evaluated even before
knowing the full channel evolution, as long as a sufficiently
reliable estimate of the channel statistics is available. The
model does rely on a Markov approach, yet the time to
train the model does not need to be very long, and the sta-
tistics can be dynamically updated.

The assessment of this underwater scenario can be inte-
grated with other technical parameters of the transmission
devices to obtain a flexible framework for data-link design
(specifically, to test the coding protection to include in the
HARQ) for underwater networks. In practice, if several can-
didate coding schemes are available to be applied to the
transmission of at-sea measurements collected by under-
water sensors, one can immediately verify how they per-
form in terms of reliability, delay, and throughput, and
decide for the most suitable one. It can be thought of as a
practical real-time implementation on real underwater
Please cite this article in press as: B. Tomasi et al., Cross-layer analysis
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modems, to adapt the coding protection (chosen among a
limited number of alternatives) based on quality require-
ments [4,21].

Finally, we remark that our model is entirely analytical.
The proposed Markov chain can be combined with other
models of the upper layers (network, transport, applica-
tion), so as to investigate a cross-layer optimization of
transmission parameters, possibly involving networking
analysis for route selection and diversity, or the develop-
ment of flow control techniques.
3. Transmission system model

The characterization of a data-link layer for underwater
communication must take into account physical layer
aspects, and is therefore an inherently cross-layer design
problem. Thus, we consider a threefold mathematical char-
acterization of the system under investigation. First, we
describe the model of HARQ, based on standard channel
coding performance models [11,12]. Second, we describe
the underwater physical layer as a Markov channel whose
statistics are derived from the experimental campaign.
Finally, we discuss how a low-complexity FSMC formula-
tion that leads to a simple model based on quantized chan-
nel states can be derived to evaluate the HARQ performance.
3.1. HARQ model

The name ‘‘hybrid ARQ’’ implies that automatic retrans-
mission request is used together with forward error correc-
tion. HARQ can be represented as the transmission of
multiple information frames, which are encoded by a low-
rate code. The resulting codeword is divided into multiple
fragments that are transmitted as HARQ packets. For sim-
plicity, we assume that all fragments have the same size,
and any of them alone is sufficient to recover the whole
codeword, and thus the frame, in good channel conditions.

The receiver replies to the packets arriving from the
transmitter with either an acknowledgment (ACK) or neg-
ative acknowledgment (NACK), indicating correct or incor-
rect reception, respectively. As per classic ARQ, a NACK
triggers a retransmission of the erroneously received
packet. Still, this retransmission and the associated decod-
ing at the receiver side can take place in two manners,
which are usually referred to as Type I and Type II HARQ
[22]. In Type I HARQ, a transmission and all subsequent
retransmissions are managed at the receiver without any
combination of the contents of different fragments, so that
the decoding process restarts anew each time. This can
happen because, e.g., ‘‘retransmission’’ literally means that
the same actual packet is sent again (thus, just one frag-
ment of the long codeword is used) or the receiver discards
faulty packets without combining them. In Type II HARQ,
subsequent detection attempts combine all the received
fragments, so as to form a longer codeword with lower
rate. Therefore, this scheme is also called Incremental
Redundancy (IR) HARQ.

To effectively model the successful reception of a frame,
we assume that the decoding performance can be
represented in terms of reliability regions [11,12]. Such
via Markov models of incremental redundancy hybrid ARQ over
0.1016/j.adhoc.2014.07.013
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assumption holds if the codeword is sufficiently long. Note
that reliability regions can be derived for any code and
therefore our analysis can be generalized. While the prob-
lem of defining the reliability regions for general turbo or
Low Density Parity Check (LDPC) codes is out of the scope
of this paper, we make use of the results in [11], where the
reliability regions are derived in closed-form for ‘‘good’’
LDPC code ensembles.

The authors of [12] describe the performance of the
considered codes in terms of SNR thresholds, by taking
an information-theoretic point of view. In particular, to
determine whether or not a packet is successful, in case
the decoder exploits only a single transmitted packet, it
is sufficient to verify whether or not the SNR value is above
a single threshold #. In Type I HARQ, this same condition is
checked at every retransmission. Instead, in IR-HARQ, if
k > 1 packets are combined, each bearing its own SNR
value s1; . . . ; sk, a reliability region of SNRs [11,12] can be
determined. A reliability region is the set RðkÞ# Rk con-
taining the SNR k-tuples for which the decoding failure
probability asymptotically vanishes as the codeword
length increases. Regardless of the specific shape of the
reliability region, if s > #, any k-tuple containing s belongs
to the reliability region, as a single transmission with SNR
equal to s determines a correct packet reception. However,
since the receiver exploits the combination of redundancy
from multiple transmissions, a reliability region contains
in general also k-tuples where all the elements are lower
than #. Finally, if a k-tuple of SNR values ðs1; . . . ; skÞ
2 RðkÞ, then the k-tuple ðs1; . . . ; s0kÞ 2 RðkÞ as well, for every
s0k > sk [12]. This directly follows from the fact that if the
kth fragment suffices to enable correct decoding if com-
bined with the previous k� 1 ones, the reception of the
kth fragment with a better SNR would also lead to correct
decoding. A representation of the reliability region is there-
fore enabled by means of a threshold model, where the
lowest SNR that the kth transmission should have to
ensure successful decoding depends on the sequence
sðk�1Þ of all previous k� 1 SNRs. Such a threshold takes
the form

#ðsðk�1ÞÞ ¼ inffsk : ðs1; . . . ; sk�1; skÞ 2 RðkÞg; ð1Þ

which can be used to verify whether correct decoding
occurred at the kth transmission, by checking if
sk P #ðsðk�1ÞÞ. As no packet combining is possible at the
first transmission attempt, we have #ðsð0ÞÞ ¼ #, i.e.,
the SNR is checked against the single-transmission
threshold #.
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Fig. 1. Measured time series of the SNR over the links from all
transmitters to hydrophone H2. A moving average taken over a window
of 25 samples is superimposed to the SNR time series as a solid black line.
3.2. Experimental SNR traces

To determine if a series of HARQ packets is successfully
decoded, it is sufficient to verify if the k-tuple of their SNR
values belongs to the reliability region. As a consequence,
the packet error process depends on the channel statistics
between the source and the receiver.

To apply this reasoning to realistic measurements, we
apply the Markov framework for HARQ to measures of
the channel quality collected during the sea trial called
SubNet09, conducted off the coast of Pianosa island (Italy)
Please cite this article in press as: B. Tomasi et al., Cross-layer analysis
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[9]. The used SNR values are estimated from a probing sig-
nal (either a hyperbolic frequency modulated sine wave or
a sequence of 30 symbols taken from a predefined
frequency-hopping pattern). The testbed used during Sub-
Net09 consisted of one vertical array (VA) of hydrophones
at different depths (of which we consider H1, H2 and H4,
respectively located at a depth of 20, 40, and 80 m), and
three Teledyne-Low Frequency acoustic modems [21], each
placed on the sea floor at different depths (60–80 m) and
distances from the VA. The three transmitters are labeled
T1 (1500 m from the VA, depth 60 m), T2 (2200 m from
the VA, depth 70 m) and T3 (700 m from the VA, depth
80 m).

Using this deployment, many experiments were
conducted, lasting up to ten hours and involving several
thousand transmissions, at different times of the day and
in different days throughout the summer season. We pres-
ent here the results for a representative set of traces col-
lected on June 5, 2009. During this experiment, signals
were transmitted once every 15 s for 9 h over a down-
ward-refractive medium, and for each signal the SNR was
estimated. Although we focus on those measurements,
we remark that the same methodology and processing
have been applied to other periods, obtaining similar
results.

From the collected signals, we can estimate the SNR by
considering the entire multipath structure in the channel
impulse response, as measured by a non-coherent receiver
with a sufficiently long symbol time. From the data set in
[9], several SNR time series can be derived. An example is
shown in Fig. 1, depicting the time evolution of the SNR
over the links from all transmitters to hydrophone H2,
which is placed 40 m below the surface. A moving average
of the time series taken over 25 samples is also shown as a
solid black line.

The figure shows the fluctuations affecting the input
SNR at H2 from the three sources. Link T3–H2 (T3 is the
closest to H2) experiences the highest and most stable
SNR. We also observe that, during the first three hours, link
via Markov models of incremental redundancy hybrid ARQ over
0.1016/j.adhoc.2014.07.013
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T2–H2 shows higher SNR than T1–H2, even though T2 is
700 m farther from the receiver than T1. In the following
hour they show similar SNRs and eventually T1–H2 has
higher SNRs than T2–H2. The moving average of the SNR
fluctuates from 7 dB to 19 dB for T1–H2, and from 6 dB
to 14 dB for T2–H2. These fluctuations are caused by the
environmental phenomena affecting the acoustic propaga-
tion, such as temperature and surface conditions, thus giv-
ing rise to time variations. The average SNR level is quite
high over the T3–H2 link, as the dominating effects are
the short distance and a strong line of sight component.
A different behavior is observed over T1–H2 and T2–H2
links, i.e., the intermediate and longest distance links
respectively, for which the strongest arrivals are affected
by multiple reflections on the time-varying surface and
on the sea bottom.

To derive our model, we need to estimate the statistics
of the SNR; in particular, as will be discussed later, the one-
step transition probabilities of the SNR are required. We
compute them from time averages over the whole trace
(or possibly a portion of it), which implicitly means that
the SNR is assumed to be stationary over the entire trace.
However, this is an approximation; as shown in Fig. 1,
some traces are non-stationary, for example the average
SNR changes over time. Still, in Section 5.4 we show the
impact of this assumption on the accuracy in predicting
the performance of HARQ. In such a setup, also the com-
puted SNR average can be re-scaled by adding or subtract-
ing a constant value (in dB). This corresponds to changing
the source power level of the transmitters, assuming that
non-idealities of the receiver, such as intersymbol interfer-
ence due to reverberation, are either negligible or scale
identically.

3.3. Quantization of the channel quality

Even when the channel statistics are available, evaluat-
ing the outcome of an HARQ packet transmission for IR-
HARQ would require to track a k-tuple of SNR values
(one per transmission). Since the SNR is continuous, this
would require to evaluate infinitely many values k times,
which is of course impossible. This problem can be simpli-
fied by establishing a proper quantization that leads to
modeling the channel as a FSMC. In particular, we employ
a Markov representation of order 1, since [23] shows that a
Markov model of order N can be simplified to one with a
smaller order for different fading parameters, without loss
of accuracy in representing the channel quality statistics.

On top of the reliability region model, we construct a
channel model following the guidelines for channel state
quantization described in [20], and briefly summarized in
the following. Before channel quantization, a vector of
channel states has the form sðkÞ, as defined above, where
each element can take infinitely many values in R.
Quantization of the channel states maps sðkÞ into a
k-tuple of discrete values, that evolve according to an
FMSC. If N thresholds a1; . . . ;aN divide R into N þ 1 inter-
vals I0; . . . ; IN , where Ij ¼ ½aj;ajþ1½, and we define a0 ¼ 0
and aNþ1 ¼ þ1, any real value is mapped into the dis-
crete index j of the interval Ij it falls within. To formalize
this mapping, define dðskÞ as the function returning the
Please cite this article in press as: B. Tomasi et al., Cross-layer analysis
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interval of R where sk is contained, i.e., dðskÞ ¼ j if
sk 2 Ij. By grouping the mappings for all elements of an
SNR k-tuple sðkÞ into a vector, we can write dðkÞ ¼
dðs1Þ; . . . ; dðskÞð Þ, thereby establishing a map between

every k-tuple sðkÞ and an element of the set Zk
Nþ1, where

ZNþ1 ¼ f0;1; . . . ;Ng. Vector dðkÞ represents the fact that
sðkÞ 2 Idðs1Þ � Idðs2Þ � � � � � IdðskÞ � Rk.

An FSMC channel model entails the assumption that the
statistics of the SNR has the Markov property, a common
means of describing correlated SNR evolution over time
[10,24]; the model parameters can then be derived from
the distribution of the SNR. If the pdf of the SNR, c, is called
f CðcÞ, the state space of the channel is ZNþ1, and the steady-
state distribution is

pi ¼
Z aiþ1

ai

f CðcÞdc; i ¼ 0; . . . ;N: ð2Þ

Analogously, the probability tij of a transition between
states i and j can be derived as

tij ¼
R aiþ1
ai

f Cðc0Þ
R ajþ1
aj

f Cðcjc0Þdcdc0R aiþ1
ai

f Cðc0Þdc0

; i; j 2 ZNþ1; ð3Þ

where f Cðcjc0Þ is the conditional pdf of the SNR c given the
previous SNR value c0.

The channel transition probability matrix is then
defined as T ¼ ðtijÞ for i; j 2 ZNþ1. We directly estimate the
channel transition probabilities from the data, by estimat-
ing the relative frequencies of SNR transitions between any
two intervals Ii; Ij, with i; j 2 ZNþ1.

It is worth noting that the transition probabilities
strongly depend on the number of states used to quantize
the channel, and therefore on the number of thresholds
delimiting the SNR intervals (or, equivalently, SNR proba-
bility intervals). In this paper, we will employ only two
thresholds, resulting in a total of three channel states. This
choice results in a very simple channel model, but still pro-
vides sufficient quantization accuracy, as shown by the
numerical results.1

4. Models for HARQ schemes

We now specify how the previously FSMC channel
model is employed in the analytical model of the HARQ
error control process, based on good LDPC code ensembles.
Recall that T denotes the transition probability matrix of
the FSMC. The FSMC has in general N þ 1 states
0;1; . . . ;N, if N thresholds are chosen to quantize the chan-
nel behavior. With no loss of generality, assume that 0 is
the best state, i.e., the one associated to the highest values
of the SNR, whereas N is the worst state. Following the
model developed in [20], we define a map gð�Þ which asso-
ciates each state index j; j ¼ 0; . . . ;N, to the ‘‘error level’’ of
a packet transmitted while the channel is in state j. The
via Markov models of incremental redundancy hybrid ARQ over
0.1016/j.adhoc.2014.07.013
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error level is a non-decreasing function of the state index,
and is employed to describe the usefulness of the packet
being transmitted for the decoding of the LDPC codeword
at the receiver as follows. As explained in Section 3, every
information frame is encoded and divided in HARQ frag-
ments, to be transmitted sequentially, and each correctly
received HARQ fragment is sufficient to successfully
decode the whole information frame. However, corrupted
fragments may still be used at the receiver. A successful
decoding takes place after reception of HARQ fragment k
only if the overall error level (which is defined as the error
level of fragment k for Type I HARQ, and as the sum of the
error levels of all HARQ fragments received so far for IR-
HARQ) is lower than or equal to a certain threshold hk.

With the above in mind, and for a given SNR statistics
over the link, the performance of the HARQ scheme
depends on the channel round-trip time, measured in slots,
m, and on the maximum number of transmissions allowed
before an information frame is discarded, denoted by F
[13]. As mentioned in Section 3.2, our data set contains
transmissions performed once every 15 s, which is larger
than the maximum round-trip time spanning the distances
between the transmit and receive hardware. Therefore, we
set m ¼ 1 for our data set, which corresponds to assuming
that a slotted approach is taken, whereby each slot is long
enough to accommodate the maximum round-trip time
and the time required for acoustic reverberation to fade
out. Note that setting m ¼ 1 means that the transmitted
frames are actually sent only after receiving the ACK/NACK
related to the previous message, so that at every time
instant there is at most one message in flight over the
channel (i.e., the ARQ scheme is Stop-and-Wait, or alterna-
tively it may be seen as an ideal ARQ). This does not limit
the validity of our approach, which can be extended to
higher values of m by following [13].

Finally, in order to keep the discussion simple, we
assume that each corrupted packet can be retransmitted
only once, i.e., F ¼ 2, and if the retransmission fails the
packet is discarded. Note that this assumption is justified
by several considerations, including the limited storage
capabilities of practical devices [4], and in many realistic
contexts is not very limiting. For example, in sensing appli-
cations, due to the long delay of the underwater channel, it
may be considered efficient to try another transmission
attempt of an erroneous packet (with higher delivery prob-
ability than the first one), but after two transmission
attempts it may be more convenient to start anew and
transmit a fresh packet with more recent data instead. In
addition, we numerically found this choice to be justified
also by the concrete setup of our scenarios, including that
the practical underwater channel is correlated, and there-
fore a third transmission attempt may not be very useful
if the first two already failed. The interested reader is
referred to Appendix A for the related numerical analysis,
obtained by simulating the HARQ procedures over the
channel traces.

To evaluate Type I and Type II HARQ we need a model
that at each time instant keeps track of the number of
retransmissions already made and the correspondingly
accumulated error level, as well as of the channel state.
In our specific case, where F ¼ 2; m ¼ 1; N ¼ 2, the model
Please cite this article in press as: B. Tomasi et al., Cross-layer analysis
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is relatively easy to solve in closed-form; nevertheless, as
shown by the numerical results, it fits well the scenarios
considered.

4.1. Type II (Incremental Redundancy) HARQ

We start with the description of the Type II HARQ (IR-
HARQ) scheme. If we employ N ¼ 2 thresholds to describe
the channel behavior, the model of [20] results in three
channel states, namely 0 (error-free state), 1 (some recov-
erable errors), 2 (worst state with unrecoverable errors). In
general, each state j is associated to a different error level
incurred by a fragment transmitted when the channel is
in that state through the map gðjÞ. For our three state
model, following [13] it can be shown that gðjÞ ¼ j, i.e.,
the label of each state also represents its error level.

As another consequence of the model, if the transmis-
sion of the first fragment occurs when the channel is in
state 0 (error-free state), the frame is correctly received
and no retransmission is needed. If instead the first frag-
ment is in error, a new fragment is transmitted, and the
frame can still be recovered if the states over the two
attempts are 1–0, 1–1 or 2–0. Instead, the model dictates
that states 2–1, 1–2, and 2–2 are the cases that do not lead
to successful frame recovery. In other words, the model
dictates that the sum of the indices must be less than or
equal to 2 for the packet to be corrected. This approach
shares some similarities with the concept of accumulated
mutual information [25].

Therefore, we represent the system state with an
ordered pair of variables ðS; rÞ, where S is the previous chan-
nel state (required to track the evolution of the Markov
channel) and r denotes the number of transmissions already
made for the current frame, i.e., r ¼ 0 for the first fragment
and r ¼ 1 for a retransmission. There is no need for an expli-
cit variable tracking the error level of the packet, as it is
identical to S. Note also that there are only five possible
states ðS; rÞ, although S and r can take three and two values,
respectively. Indeed, combination S ¼ 0; r ¼ 1 is invalid as
it would correspond to the retransmission of a correctly
received frame. The resulting five-state Markov chain is
easily solvable by observing that only three outgoing tran-
sitions are possible from each state.

Thus, define rSr as the steady-state probability of being
in state ðS; rÞ. If tij denotes the probability of making a tran-
sition from channel state i to state j, the balance equations
between such steady-state probabilities can be found as

r00 ¼
X2

i¼0

ri0ti0 þ
X2

i¼1

ri1ti0; ð4Þ

rS0 ¼
X2

i¼1

ri1tiS for S ¼ 1;2; ð5Þ

rS1 ¼
X2

i¼0

ri0tiS for S ¼ 1;2: ð6Þ

All these equations impose a steady-state condition on the
Markov states. For example, state 00 describes the case of a
packet transmitted for the first time after the previous
packet was correctly received, because the channel was
good. Thus, r00 is found by considering the transitions
via Markov models of incremental redundancy hybrid ARQ over
0.1016/j.adhoc.2014.07.013
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from all possible states (which are five, since there is no
state with S ¼ 0 and r ¼ 1), towards a channel in state 0.
The probabilities that the previous channel state is
S 2 f1;2g, i.e., the channel is not fully correct, are derived
as follows: in the case r ¼ 1, the probability is rS1 and
the packet is currently retransmitted, so at the previous
time slot it must have been at its first transmission, i.e.,
r ¼ 0. Conversely, if the present value of r is 0, the probabil-
ity is rS0 and the current packet is at its first transmission,
thus the previous packet was at its last transmission
attempt.

These equations can be put into a system that can be
solved by imposing the additional condition that the sum
of all rSr equals 1. After solving the system, one can
directly compute the throughput, H (average number of
successful frames per slot), the average number of retrans-
missions per correctly decoded information frame, Nfr, and
the probability that a frame is discarded, Pfd (i.e., the frac-
tion of frames that are not correctly received), as

H¼
X2

i¼0

ri0ti0 þ
X2

i¼1

ri1ti0 þr11t11 ¼ r00 þr11t11; ð7Þ

Nfr ¼
r11t10 þr11t11 þr21t20P2

i¼0ri0ti0 þ
P2

i¼1ri1ti0 þr11t11

¼ r11ðt10 þ t11Þþr21t20

H
;

ð8Þ

Pfd ¼
P2

i¼0ri0ðti1t12 þ ti2ð1� t20ÞÞP2
i¼0ri0

: ð9Þ

These three metrics describe different quality parameters
of the communication: while H can be seen as a measure
of the amount of transmitted data, Pfd quantifies how much
data are lost, and finally Nfr is a measure of delay. Eqs. (7)–
(9) directly come from the balance equations. The through-
put in (7) is derived by summing the probabilities of all
transitions where a frame is successful, which include all
transmissions in channel state 0, plus the case where a
retransmission in state 1 follows an erroneous transmis-
sion that was itself in state 1; also, note the simplification
as per the balance Eq. (4). Eq. (8) is again obtained by enu-
merating all events that correspond to the successful deliv-
ery of a frame in a slot: the sum of the probabilities of these
events equals the throughput H and is the denominator of
(8), whereas the numerator sums the probabilities of only
those events that correspond to a success after retransmis-
sion. Finally, (9) is derived by conditioning on the case that
the first transmission of the packet (thus, r ¼ 0) occurs
after the channel has been in a generic state S, and consid-
ering all possible transitions leading to the packet being
discarded, i.e., S! 1! 2; S! 2! 1; S! 2! 2.

4.2. Type I HARQ

As a term of comparison, we also consider a Type I
hybrid HARQ where only one HARQ fragment is considered
at every decoding attempt and no packet combining is
employed: further retransmissions can help the decoding
process only by providing higher chances to incur a suffi-
ciently high SNR value through time diversity. This entails
the definition of a single threshold, thus leading to two
cases: if the SNR is above the threshold, the frame is
Please cite this article in press as: B. Tomasi et al., Cross-layer analysis
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correctly decoded; otherwise, it is retransmitted once; if,
again, the SNR threshold is not met, the frame is discarded.
For a fair comparison with Type II, we keep the maximum
number of transmissions as F ¼ 2.

Type-I HARQ can be modeled using the same set of bal-
ance Eqs. (7)–(9) as before. While the same solution
approach is kept, we do not include incremental redun-
dancy, i.e., two subsequent transmissions of the same
frame that both experience channel state 1 no longer yield
a correct decoding. In this way, any term related to this
event is to be counted as a failure. Thus,

H ¼ r00; ð10Þ

Nfr ¼
r11t10 þ r21t20

H
; ð11Þ

Pfd ¼
P2

i¼0ri0ðti1ð1� t10Þ þ ti2ð1� t20ÞÞP2
i¼0ri0

: ð12Þ

We remark that this model of Type-I HARQ is practically
relevant, as it properly describes the behavior of current
underwater acoustic modems, which typically include a
form of physical-layer FEC hardcoded in the modem firm-
ware, on top of which ARQ is independently provided by
the modem users, yielding a Type-I HARQ system without
packet combining.

5. Performance results

We present the results obtained by employing experi-
mental data in the analytical framework discussed so far.
In particular, we analyze the critical points of the
framework (quantization, statistical correlation and inde-
pendence of subsequent SNR, model validation) by evalu-
ating the metrics considered for HARQ: average
throughput H, average number of HARQ fragments per
correctly decoded frame Nfr and frame discarding probabil-
ity Pfd.

We aim at showing the applicability of the described
framework by focusing on: (i) a comparison of HARQ I
and II for different underwater acoustic links; (ii) the
quantization error; (iii) the performance analysis with
independent and correlated subsequent SNR values; (iv)
the validation of the Markov model. These results provide
evidence that the proposed framework can be applied to
the evaluation of HARQ for communications in underwater
scenarios.

All the results are plotted as a function of the average
SNR, which is computed over the whole time series. Differ-
ent values of the average SNR are obtained by re-scaling
the whole SNR trace, thus maintaining the temporal
fluctuations shown in Fig. 1. This approach corresponds
to assuming a re-scaled source level for transmissions, as
discussed in Section 3.2.

5.1. Performance results obtained by simulation over different
links

We compare the results obtained by using the SNR
traces, collected over the different links represented in
Fig. 1, i.e., from transmitters T1, T2, and T3 to receiver
H2. This means that (see Section 3.2) three transmitters
via Markov models of incremental redundancy hybrid ARQ over
0.1016/j.adhoc.2014.07.013
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Fig. 2. H vs. the average SNR in dB, obtained by simulation for different
stationary underwater acoustic links. Dashed/solid lines refer to Type I/
Type II HARQ, respectively. Different markers correspond to different
links.
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Fig. 3. Nfr vs. the average SNR in dB, obtained by simulation for different
stationary underwater acoustic links. Dashed/solid lines refer to Type I/
Type II HARQ, respectively. Different markers correspond to different
links.
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located at different distances, with T3 being the closest and
T2 the farthest, communicate with the same receiver
placed 40 m below the surface. The employed LDPC enco-
der has coding rate 1=5. Figs. 2–4 show throughput, num-
ber of transmitted frames and probability of frame
discarding, respectively, for Type I and Type II HARQ.

From Figs. 2–4, we can also observe how the different
dynamics of the channel quality affect the trend of the
curves. For example, in Fig. 2, link T3–H2 is characterized
by the steepest throughput curve for both Type II and I
HARQ, since it also exhibits smaller fluctuations around
the average SNR, as shown in Fig. 1. For the same reason,
in low SNR regimes, the shortest link (T3–H2) has poorer
performance than longer ones, whereas in high SNR
regimes, the T3–H2 link has the highest throughput. More-
over, Type II HARQ mitigates this effect for SNR between
�2 and 7 dB, since it exploits incremental redundancy.

These results provide insight on how to practically
deploy the network in case HARQ techniques are
employed. If the system operates in low average SNR
regimes (in this case from �5 to 6 dB), then links with
wider dynamics are preferable, especially for HARQ Type
I. In high average SNR regimes (here, above 7 dB) the links
with more limited dynamics have better performance. As
shown in this data set, the stability of a link is not a mono-
tonic function of its length. In fact, the link at 1500 m has
wider fluctuations than the ones at 2200 m and 700 m
(see Fig. 2). The channel corresponding to the longest link
consists of fewer surface reflected arrivals, given that their
energy might be absorbed or dispersed before reaching the
receiver.2 The stability of the shortest link is mainly due to
the presence of a strong line-of-sight path. Link T1–H2
appears to be often the ‘‘worst’’ or at least the ‘‘least station-
ary’’ of the three; hence, we concentrate most of our atten-
tion on it.
2 Other causes of SNR fluctuation, such as time-varying surface condi-
tions, changing sound speed profile or water inhomogeneities, would likely
affect all links in the same way, given that they are deployed in the same
area.

Please cite this article in press as: B. Tomasi et al., Cross-layer analysis
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Fig. 3 shows a further difference between Type I and
Type II HARQ: as long as the average SNR is low, the aver-
age number of retransmissions incurred by Type I is 0.5,
whereas that of Type II is 1. Recall that Nfr is the average
number of retransmissions experienced by a correctly
decoded information frame. When channel conditions are
unfavorable, the event of correct decoding is so rare that
Type I HARQ experiences a success at the first or the sec-
ond transmission of a fragment with equal probability,
which leads to an average of 1.5 transmissions per success-
fully received packet (Nfr ’ 0:5). With Type II HARQ, the
transmission of a second fragment always improves the
decoding performance, so that successful decoding after
the retransmission is significantly more likely, and most
correctly received frames need two transmissions and
Nfr ’ 1. To better understand this result, it may be useful
to compare it with Fig. 4, where the frame discarding prob-
ability is shown. Type II HARQ discards much fewer frames
than Type I, leading to an overall lower average number of
retransmissions, if all the packets (not just those which are
correctly received) are included.
via Markov models of incremental redundancy hybrid ARQ over
0.1016/j.adhoc.2014.07.013
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5.2. Effect of the quantization error

In Figs. 5–7 we present the results, again obtained by
simulation, for HARQ Type II over link T1–H2, when we
use quantized reliability regions. These results show how
accurately we can assess the system performance by
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Fig. 5. H vs. the average SNR in dB for Type II HARQ (simulated) for
different representations of the reliability region.
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Fig. 6. Nfr vs. the average SNR in dB for Type II HARQ (simulated) for
different representations of the reliability region.
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Fig. 7. Pfd vs. the average SNR in dB for Type II HARQ (simulated) for
different representations of the reliability region.
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relying on the quantization criteria studied in [20]. Since
the reliability region for HARQ Type I is one-dimensional,
we only consider the performance of HARQ Type II, which
instead is characterized by a bi-dimensional reliability
region.

In the following, we assume that the SNRs of the first
and second transmission of an information frame are: (i)
independent, or (ii) correlated. In the former case, we can
employ the quantization method in [20], i.e., we compute
the corresponding reliability region in the probability den-
sity functions space, by assuming a normal distribution of
the SNRs, which accurately fits the time series as shown in
[1]. In the latter case, the reliability region, and conse-
quently its quantization, is recomputed according to [20],
where, however, we use joint probability density functions
of correlated random variables. Figs. 5–7 show the effect of
the quantization error on the performance evaluation.
Inaccuracy in predicting all metrics occurs for SNR values
smaller than 7 dB, where throughput is also lower than
0:7, thus representing an SNR regime with relatively poor
communication performance. Moreover, for SNR less than
�2 dB, the throughput and probability of frame discarding
are more sensitive to the quantization error than the
number of retransmissions. In fact, at very low SNR, Nfr is
independent of how the small reliability region is quan-
tized, since a retransmission is always requested. When
subsequent SNR values are assumed to be independent,
the performance of the HARQ scheme is slightly overesti-
mated, since the reliability regions are larger than those
for the correlated case.

5.3. Performance results obtained by analysis by assuming
independent and correlated SNRs

In Figs. 8–10 we present the results of the analysis
based on the Markov model in Section 4, and we compare
these curves with those computed by simulation. In partic-
ular, the label ‘‘ind’’ (‘‘corr’’) refers to the analytical results
for an independent identically distributed (time-corre-
lated) channel model for both the derived Markov chain
and the quantization of the reliability region. Instead, the
label ‘‘independent’’ to the curves obtained by simulation
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Fig. 8. Average throughput obtained by simulation and analysis (filled
markers) for Type II and Type I HARQ over link T1–H2. The black dashed
curve represents the results for the continuous reliability region.
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Fig. 9. Average number of retransmissions obtained by simulation and
analysis (filled markers) for Type II and Type I HARQ over link T1–H2. The
black dashed curve represents the results for the continuous reliability
region.

−10 −5 0 5 10 15 20 25
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Average SNR [dB]

P
ro

ba
bi

lit
y 

of
 fr

am
e 

di
sc

ar
di

ng

Analysis, ind HARQ−II
Analysis, ind HARQ−I
Sim, ind HARQ−II
Sim, HARQ−I
Analysis, corr HARQ−II
Analysis, corr HARQ−I
Sim, corr HARQ−II
Sim continuous rel, HARQ−II

Fig. 10. Probability of frame discarding obtained by simulation and
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black dashed curve represents the results for the continuous reliability
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corresponds only to the assumption used to quantize the
reliability region. Note that we show only one curve repre-
senting the results computed by simulation for HARQ Type
I, since in this case no quantization is performed on the
one-dimensional reliability region. Figs. 9 and 10 show
that the independent channel model is less accurate than
the correlated one. This suggests that time-correlation
should be suitably represented by any channel model,
when HARQ schemes are evaluated in UWA communica-
tions, since this has an impact on the performance. Instead,
when the Markov chain represents a correlated channel
model the analytical and simulation results show a better
match, thus suggesting that the FSMC model can suitably
describe the underwater acoustic channel correlated time
evolution. We recall that in these cases the simulation
results are computed by using the quantized reliability
regions, whereas only the black dashed line corresponds
to the simulation without quantizing the reliability
regions. Fig. 9 exhibits a slight mismatch (less than 10%)
between analysis and simulations in the middle SNR
regime for Type II HARQ. This is due to loss of accuracy
Please cite this article in press as: B. Tomasi et al., Cross-layer analysis
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in estimating the steady-state probabilities of the FSMC
states that describe a retransmission event. Indeed, a
retransmission rarely occurs when the average SNR is
around 5 dB, thus leading to bad estimates, whereas it
becomes more likely as the average SNR decreases, and
therefore the mismatch is reduced. Throughput and prob-
ability of frame discarding are less sensitive to these fluc-
tuations, since these metrics are related to the successful
delivery of an information frame, and therefore the
steady-state probabilities are always accurately estimated.
We also note a mismatch between analytical and simula-
tion results for Type I HARQ in Fig. 9 when SNR values
are lower than 0 dB. This is caused by the inaccuracy of
estimating Nfr in simulations for low throughput values.

5.4. Model validation

In all the plots above, the simulation results match the
analysis fairly accurately in most cases. This is a conse-
quence of having the training set equal to the test set,
i.e., we trained the Markov models over the full SNR traces,
and we also performed simulation runs over the same
traces. In this subsection, we validate the accuracy of the
models by training the model over a different portion of
the data set than used in the simulations. Our purpose is
also to test the validity of the assumption that the SNR pro-
cess is stationary, which is implicitly made when we esti-
mate the transition probabilities of the Markov channel
model. Actually, real underwater channel traces may exhi-
bit significantly non-stationary behavior and therefore it is
critical to test if our model is still applicable in these cases.

Again, we show the results only for link T1–H2, which is
the worst trace where to infer the statistics of the Markov
model from the experimental data, as it is not really
stationary; the other traces yield similar or better results.
Moreover, we focus only on Type II HARQ, given that it
outperforms Type I HARQ and therefore looks more inter-
esting. Finally, for the sake of conciseness, we just plot
the results for the throughput, but the other metrics were
also investigated and gave analogous results.

We considered, for Type II HARQ, the absolute error
between the actual results and what predicted by the
model, i.e., the (signed) difference between the ‘‘sim’’ and
the ‘‘analysis’’ values in Figs. 8–10, where the model is
trained only on a fraction of the full series. If the length
of the time series (9 h) is T, we consider the following
cases: (i) the model is trained on the first half of the trace
½0; T=2�, and both analytical and simulation results are on
the second half of the trace, i.e., on ½T=2; T�; (ii) the model
is trained on the first quarter of the trace ½0; T=4� and the
results are on the remaining three quarters of the trace,
i.e., on ½T=4; T�; (iii) the model is trained over the initial
1=16 of the trace, then numerical results are evaluated
over the subsequent quarter of the trace, i.e., on
½T=16;5T=16�; after that, the model is retrained on the last
interval of T=16 duration, i.e., ½T=4;5T=16� and the
retrained model is evaluated on ½5T=16;9T=16� and so on.
Cases (i) and (ii) are also investigated with a re-scaling pro-
cedure of the SNR, as discussed below.

The results are shown in Fig. 11. When the model was
trained over the full trace, a very good match between
via Markov models of incremental redundancy hybrid ARQ over
0.1016/j.adhoc.2014.07.013
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analysis and simulation was obtained, and the absolute
error was below 0:01. Here, we see a larger absolute error
in the evaluations for the partial trainings; still, in most of
the cases the estimate is reliable enough (in the worst
cases the error is slightly above 0:1). Therefore, the
throughput evaluation may still be empirically acceptable.
The reason of this bias in the evaluation lies in non-
stationarity of the traces, the largest evidence of which is
the difference in the average SNR among different portions
of the series. In particular, we remark that the average SNR
can be different when the model is trained and when it is
used to evaluate the performance; incidentally, this means
that when plotting the error curves, the simulation value
should refer to a different point on the x-axis. However,
our model itself allows for re-scaling the SNR (we already
used this feature when plotting the previous figures). Thus,
we consider a better way to use the partially trained model
by computing the difference between the simulation and
analytical results for cases (i) and (ii) but at the same time
re-scaling the simulated value to the correct average SNR
value; such values are those plotted with ‘‘filled-markers’’
in Fig. 11. With such an approach the error decreases if
the training phase is short enough (apparently, in this case
the wrong SNR estimate is filtered out3), to the point that
the shorter training performs better than the longer one,
contrary to the previous comparison.

Scaling the SNR requires to know its average value,
which is generally not available a priori. Another solution
would be to periodically retrain the model, whenever a sig-
nificant change of the channel behavior is observed. This is
supported by the result of case (iii), which evidently
achieves good performance, with the absolute error always
below 0.02. We remark that in case (iii) the training phase
still lasts more than 33 min, i.e., long enough to collect
significant statistics. In a real setup, further refinements
3 This happens in spite of our model not considering the SNR average
value directly, but only the quantization thresholds and the transition
probabilities from one state to another.
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would be possible by persistently taking measurements
and filtering them, e.g., with a moving window approach.

6. Conclusions

In this paper, we presented a methodology for evaluat-
ing the data-link layer in underwater acoustic networks
including error control via HARQ schemes. To this end,
we analyzed an experimental data set, we included some
contributions in the literature in order to derive an original
evaluation framework, and we validated it through exper-
imental data. Our approach consisted in estimating the
channel statistics, deriving the corresponding reliability
regions of the HARQ scheme, quantizing the channel
quality in order to obtain a FSMC, and evaluating the per-
formance of HARQ schemes. The employed statistical
model has been shown to significantly simplify channel
representation, yet to satisfactorily adhere to the actual
channel behavior. Thus, the performance of HARQ policies
can be characterized with low complexity, even in the
presence of a dynamic behavior of the channel, provided
that proper countermeasures (e.g., fitting or retraining
the model) are taken to make it consistent with the
scenario.

The present framework can be applied to the design of a
reliable data-link layer through HARQ schemes for under-
water communications. Avoiding the need for collecting
the entire data trace and/or implementing a testbed, the
model can be used for an analytical and modular evalua-
tion of coding schemes and/or required power of the trans-
mitter. From a networking perspective, given its relatively
low space- and time-complexity, the above framework can
be integrated within theoretical optimization models, as
well as used for the design and validation of communica-
tion protocols with quality requirements. In the context
of cross-layer optimization, it can be even coupled with
network layer design for the evaluations of underwater
network deployments and/or path selection.

Appendix A

Underwater channels are characterized by very large
delays, and therefore HARQ schemes with more than one
retransmission may often be impractical. This is the main
reason why, even though a more general approach could
have been adopted following [13], we focused on a single
retransmission in our analysis, which has the additional
benefit of resulting in simple closed-form expressions. In
order to further support the validity of this choice, in this
appendix we compare the performance of the considered
system when 2 and 3 transmissions (i.e., with 1 and 2
retransmissions) are allowed. More specifically, Figs. 12
and 13 report the throughput and the average number of
retransmissions, respectively, experienced by correct pack-
ets. Although the results reported here are just an example
for a specific configuration, other similar evaluations were
found to be entirely in line with this one.

If we look at Fig. 12 and consider only the region where
throughput is higher than 0:5 as a practical operation
regime, we see that there is almost no visible enhance-
ment. Larger relative gains can be observed in the low
via Markov models of incremental redundancy hybrid ARQ over
0.1016/j.adhoc.2014.07.013
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SNR regime, which on the other hand corresponds to very
small throughput values and therefore can be considered
of lesser practical interest.

In addition, there is a heavy price to pay for these mar-
ginal throughput improvements, as shown in Fig. 13: in all
the cases where the throughput is increased, the average
number of retransmissions is doubled, which causes a sig-
nificant degradation in terms of both delay and energy
consumption. These results provide support to our previ-
ous claim that assuming a single retransmission is not a
significant limitation for the scenarios considered.
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their impact on marine mammals.
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