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Abstract
The selection of the most appropriate method for modeling the
underwater acoustic channel for underwater network simulation
has always been a trade-off between computational cost, accu-
racy, and statistical significance. While some models, such as ray
tracers [2], offer high physical accuracy, they are also highly de-
manding in terms of computational cost. Other models, such as
Urick Thorp [17], are very lightweight but lack physical accuracy
in some aspects. Recently, the research community has more of-
ten resorted to models based on data collected during sea-trials
and experiments, to retain accuracy but using them to generate
different statistical realizations to gain statistical variability. In this
work, we describe and analyze an approach based on the Hidden
Markov model and explore how to extract its parameters, based
on real-world experimental data, for a better representation of the
underwater acoustic channel to be used in underwater network
simulations, and use it in an efficient and time-effective way. We
then show the results of a simulation session, compared with the
results retrieved from the experiment data.
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1 Introduction and related work
Underwater acoustic (UWA) wireless communications have become
mature enough to allow for a wide variety of new applications [8].
In turn, new proposed scenarios pose new challenges to underwater
communication networks. Once a new communications protocol
or scheme has been devised, it is first evaluated from a theoretical
point of view, by trying to highlight all the possible drawbacks
and downsides and making the correct trade-offs. After the de-
sign is established, and once it is implemented and debugged, the
new technology needs to be evaluated in a real-world deployment.
Underwater acoustic communications suffer heavily from the de-
pendence on the particular deployment setting [9, 14]: waves, rain,
snapping shrimps, temperature, and thus the period of the year
and the time of the day, are all factors that impact heavily on the
UWA communication. For this reason, real-world sea-trials are still
considered by the community the only way to meaningfully and
completely assess the performance of a new UWA communication
protocol. Nonetheless, deploying underwater acoustic networks for
wireless communications has always been a demanding, expensive,
and time- and resource-consuming task, even in the not-so-common
case where all the facilities and equipment are available. The com-
munity has then relied on simulators to, at least, limit the number
of field trials needed to evaluate and assess an underwater acoustic
communication protocol stack or architecture: the simulations can
highlight issues or possible inefficiencies earlier than the actual ex-
periments, thus making the sea-trial more cost- and time-effective.
The simulators employed in such evaluations must include a model
for the underwater acoustic physical layer: these models have some
desirable features, among which there is a light computational
cost, and thus a short execution time, that would allow running
many simulations with different network schemes, topologies, tech-
nologies, transmission patterns or, simply, to get more statistically
significant results by multiple runs. It is understood, then, that the
underwater acoustic physical model employed in such simulations
does not need to be highly physically accurate like the ones needed
by the sonar community but, instead, statistically accurate: for this
reason the underwater networking community has relied on light-
weight models such as the Urick-Thorp model [14, 17]. We point
out that physically accurate models such as, e.g., those based on
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ray tracing like Bellhop [2] do exist, but their computational cost
limits their usage.

Another fruitful approach is to make use of data collected during
sea experiments: sea-trials usually generate large amounts of data
that, if time- and node-referenced, could be used in emulation or
network-replay [12]. One approach to make use of experimental
data is to use Lookup Tables (LUTs) to calculate the performance
of a device and map it to the simulated one [11]: the LUTs can map
performance such as Packet Delivery Rario (PDR) versus Signal-
to-Noise Ratio (SNR) or distance and are dependent on the type
of experiment and on the application the user is applying them
to [15]. This approach, while being accurate in modeling the aver-
age characteristics, is limited in that it does not introduce any time
variability. A better approach is to replay a real-field scenario into a
simulated one by means of time reference. In the ASUNA emulation
framework [7], the authors have collected a large amount of experi-
mental data, made this data publicly available, and proposed a way
to use it in a scenario-replay fashion. The idea is to allow trace-
based simulation, or experiment replay, through a growing number
of experimental traces, added by the users of the tool. A similar
approach has also been used in the DESERT Underwater-based
network simulator [4] employed in the EDA SALSA project [5].

Other models for simulating the underwater acoustic channel are
presented in [10], highlighting the advantages and disadvantages
of each of them and indicating statistical models as a promising
solution for underwater network simulations.

To try to retain both accuracy and statistical variation, based
on measured data, the authors in [16] have implemented a series
of Markov chain-based models whose parameters were inferred
from the SubNet09 experimental data, in which JANUS packets
were transmitted and recorded. The 2-state trained hidden Markov
model (HMM) proved to be the most accurate. Recently, based on
the work in [16], the authors in [6] have presented a new model
based on the HMM statistical model, with a third additional state.
This model captures the acoustic channel behavior better than the
2-state one. In this work, the three states represent values of Packet
Error Rate (PER): the first issue the model presents is the choice of
the states or, more precisely, the choice of the thresholds that define
the states. Although the authors proved that a visual inspection can
be sufficient to perform this task, an automatic and more robust
method would be preferred. In this work, we are going to deploy a
three-state HMM to model the fading of underwater acoustic links
and illustrate an automatic way to infer the parameters for the
selected HMM and evaluate the selection thus obtained. The second
issue of the model in [6] is the fact that only the time-varying PER is
mapped to the simulator, without information on received signal or
noise, hence limiting the information to the receiver and its higher
layers for performing channel adaptation. In this work, instead, we
map a time-varying received power, hence allowing the system to
change modulation and coding schemes (MCSs) according to the
channel conditions.

2 Channel model
In this section we present the channel model that has been included
in the DESERT Underwater Framework [4], and the methodology
used to infer the channel parameters from the sea trial data.

2.1 Description
We selected the 3-state HMM described in [6] and [13] to model
the underwater acoustic channel. The model features an observable
random process that statistically describes the performance of an
underwater acoustic link, on top of a hidden Markov Chain (MC)
that statistically describes the intrinsic state of the same link: this
state can be represented by measurements such as SNR, Received
Signal Strength Indicator (RSSI) or other physical characteristics.
The observable process is usually associated with network perfor-
mance metrics such as PDR or Bit Error Rate (BER). We chose the
output SNR (i.e., the SNR obtained after equalization) as a measure
modeled by the HMM, with a three-state Markov chain. The three
states are defined as GOOD, MEDIUM, and BAD.

As a visible process we chose to model the large-scale fading, or
shadowing, for each link: each one of the three states corresponds
to a value of loss (averaged) that is to be added to the total channel
loss, accounting for the shadowing component.

The first issue encountered in the definition of the model is the
definition of the thresholds, separating the three states, i.e., the SNR
values that define the BAD state from the MEDIUM state and the
one that defines the MEDIUM state from the GOOD state: this will
be investigated in Section 2.3.

A second issue to tackle involves the choice of the shadowing
value to assign to each of the three states. We decided to choose the
median of all the values present in a state: because the distribution
clearly showed that the average was moved towards the extreme
by numerous outliers, especially in the BAD state, hence median
seems to better represent the quantity we are looking for.

2.2 Implementation
The time evolution of the state 𝑠 of each network link is modeled as
a three state MC, with 𝑠 ∈ 𝑆 = {𝐺,𝑀, 𝐵}, with 𝐺 the GOOD,𝑀 the
MEDIUM and 𝐵 the BAD states. Following the procedure explained
in [6], we considered a slotted time and, once the SNR thresholds
are set to define whether, at a certain time, channel was 𝐺 ,𝑀 or 𝐵
state, we can compute the transition probabilities 𝑝𝑖 𝑗 from state 𝑖
to state 𝑗 in one time slot and arrange them in the transition matrix
P defined as:

P =
©«
𝑝𝑔𝑔 𝑝𝑔𝑚 𝑝𝑔𝑏
𝑝𝑚𝑔 𝑝𝑚𝑚 𝑝𝑚𝑏

𝑝𝑏𝑔 𝑝𝑏𝑚 𝑝𝑏𝑏

ª®¬ . (1)

Finally, the transition probability from state 𝑖 to state 𝑘 in 𝑁 time
slots can simply be computed with the matrix exponentiation PN.

Once the transition probabilities and the SNR thresholds are
obtained, we need to include them in the physical layer of the
DESERT Underwater Framework. This operation was performed
by adding to the SNR, computed according to the model in [14], a
fading factor 𝑒 (𝑠) that depends on the link state 𝑠 . The resulting
SNR is therefore computed as

𝑆𝑁𝑅 =
𝑃𝑡𝑥 · 𝑎(𝑓 , 𝑑) · 𝑒 (𝑠)

𝑁 (𝑓 ,𝑤) = 𝑆𝑁𝑅′ · 𝑒 (𝑠), (2)

where 𝑃𝑡𝑥 is the transmitted acoustic source level, 𝑎(𝑓 , 𝑑) the signal
attenuation that depends on the center frequency 𝑓 and the distance
𝑑 , and 𝑁 (𝑤) the acoustic noise in the center frequency 𝑓 and the
bandwidth𝑤 . 𝑎(𝑓 , 𝑑) and 𝑁 (𝑓 ,𝑤) are computed as in [14], while
the fading value 𝑒 (𝑠) > 0 is a zero-truncated Gaussian-distributed
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random value whosemean and variance depend on the state 𝑠 . 𝑆𝑁𝑅′

is the SNR computed according to the original formula in [14]. We
remark that, even if considering the HMM, we still compute the
signal attenuation and noise from [14] to maintain a certain relation
between SNR, distance and frequency band. Being 𝑆𝑁𝑅 [𝑠] the mean
of the SNR observed in state 𝑠 , we define the mean 𝑒 (𝑠) as follows:

𝑒 (𝑠) = 𝑆𝑁𝑅 [𝑠]
𝑆𝑁𝑅′

. (3)

Optionally, the standard deviation of 𝑒 (𝑠), used to simulate channel
variability in the same state, is obtained in the same way starting
from the standard deviation of the SNR in the three states and di-
viding it by 𝑆𝑁𝑅′. For simplicity of analysis, the standard deviation
can be set to 0: in this case the random variable 𝑒 (𝑠) degenerates to
a constant value equal to 𝑒 (𝑠).

Once computed the SNR, the BER is computed assuming the use
of the Frequency-Repetition Spread Spectrum (FRSS) modulation
schemes, obtained from the formula in [3]. FRSS provides four
different profiles, with profile 4 the most robust, and profile 1 the
one providing the highest bitrate.

The simulation scenario involves 9 nodes, of which some are
underwater stationary nodes and others are moving Autonomous
Underwater Vehicles (AUVs). The modulation employed is FRSS
with a carrier frequency of 8 kHz. Each node has a transmission
session every 180 s, where it transmits 5 times to 5 different nodes
(randomly chosen) every 10 s. The transmitted packets are either
received or not and are not forwarded by any other node.

2.3 Parameters inference
The underlying data were collected from extensive sea trials and
harbor tests, where SNR measurements between different underwa-
ter nodes were recorded at a specified interval, thus giving a slotted
measurement. The dataset extracted contains links between nodes
characterized by SNR values and timestamps. To ensure that only
valid and significant data were included in the analysis, invalid or
interpolated values were filtered out.

To classify the SNR values, the KMeans algorithm [1]was utilized,
dividing the SNR values into three clusters: BAD, MEDIUM, and
GOOD. The choice of three clusters allows for the definition of
states for the HMM based on the frequency and distribution of
the SNR values. Additionally, the PDR was analyzed to ensure that
the clusters correlated meaningfully with channel performance.
The KMeans algorithm iteratively minimizes the squared distances
between data points and their respective cluster centers, facilitating
the grouping of SNR values by similarity and contributing to the
identification of typical channel states.

Figure 1 displays the histogram of the SNR values, showing a
typical distribution of our measurement data. The cluster bound-
aries are marked and labeled as BAD, MEDIUM, and GOOD. These
boundaries define the states used in the HMM and illustrate the
distribution of SNR values across the three states.

After the clusters have been calculated, and accordingly the
cluster thresholds, the transition probabilities 𝑃𝑖 𝑗 for moving from
state 𝑖 to state 𝑗 were calculated using the formula

𝑃𝑖 𝑗 =
𝑁𝑖 𝑗∑
𝑘 𝑁𝑖𝑘

, (4)

Figure 1: Histogram of SNR values with cluster boundaries
(BAD, MEDIUM, GOOD).

where 𝑁𝑖 𝑗 represents the number of observed transitions from
state 𝑖 to state 𝑗 and

∑
𝑘 𝑁𝑖𝑘 is the total number of transitions

from state 𝑖 . This method allows for detailed modeling of channel
transitions and forms the basis for predicting future channel states.

Additionally, the median SNR for each cluster was calculated
to characterize the SNR quality in each state; the median SNR
values provide a robust estimate of the central tendency and are
less susceptible to outliers than mean values, allowing for a more
accurate characterization of SNR quality. Themedian SNR values for
the BAD, MEDIUM, and GOOD states were determined according
to their distributions in the clusters.

Figure 2: Relationship between SNR and PDR with cluster
boundaries and trend lines.

Figure 2 visualizes the relationship between SNR and PDR. The
four lines represent the regression lines for each profile of the FRSS
modulation. This observation confirms the expected positive corre-
lation between SNR and PDR, supporting the validity of our cluster
classification. The cluster boundaries, as shown in Figure 1, are also
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included to highlight the PDR variability within each cluster. Low
PDR values predominantly characterize the BAD cluster, while the
GOOD cluster typically has PDR values close to 1.0. The MEDIUM
cluster encompasses a wide range of PDR values, indicating mixed
channel quality. We highlight that the values were shifted to hide
to correct values of the data while retaining the relationships, for
non-disclosure reasons.

Furthermore, penalty factors were calculated to quantify the
signal degradation in each state: we chose, for simplicity of anal-
ysis, to set the variance to 0 thus reducing the random variables
𝑒 (𝑠) to constants, for each state. These factors are based on the
differences in median SNR values, and represent the fading in the
GOOD channel. The penalty factors quantify the additional signal
degradation and were calculated for transitions between MEDIUM
and GOOD, as well as BAD and GOOD.

Figure 3: Heatmap of transition probabilities between states.

As a result of the evaluated data, Figure 3 presents a heatmap of
the transition probabilities between the various states. This matrix
shows the probabilities for transitions from one state to another,
color-coded to highlight the transition probabilities visually. It is
evident that the probability of remaining in the current state is
approximately 70%, whereas the probability of directly skipping an
intermediate state is nearly zero. This heatmap indicates that the
channel tends to remain stable and that abrupt state changes are
rare.

3 Results
In this section, we present the results of our simulations, which aim
to replicate the conditions observed during the sea trials.We utilized
our HMM-based implementation to generate results and compare
them with the analysis of the sea trial data. These simulations were
conducted over 24-hour periods to match the duration of the sea
trials, and they were repeated multiple times with different random
seed initializations to ensure robustness and reliability and ran the
simulations over the four profiles of the modulations.

From our simulations, we expect to observe several key patterns
that align with the empirical data from the sea trials. First, the tran-
sition probabilities from the simulations should converge to those
observed in the sea trials, confirming the robustness of our HMMap-
proach. Second, the SNR distributions across different states should
closely match the sea trial data, indicating accurate modeling of
underwater communication channel variability. Third, the relation-
ship between SNR and PDR should show a similar trend to the
sea trial data, validating the clustering approach and the impact of
SNR on communication performance. Last, the penalties (fading)
calculated from the simulation data should match those derived
from the empirical data, demonstrating accurate quantification of
environmental factors on signal quality.

Figure 4: Heatmap of transition probabilities between states
from simulations.

Figure 4 shows the heatmap of transition probabilities between
the various states, derived from the simulation data. According to
the law of large numbers, with sufficient simulation duration and
repetitions, the heatmap should converge to the one observed from
the sea trial data. This convergence is evident in our results, where
both the transition probabilities and the SNR-PDR relationship (Fig.
5) closely mirror the empirical data. The probability of remaining
in the same state 𝑝𝑖𝑖 remains approximately 60 - 70%, the transition
probability between adjiacent states (i.e., 𝑝𝑔,𝑚 , 𝑝𝑚,𝑔 , 𝑝𝑚,𝑏 and 𝑝𝑏,𝑚)
is about 20 - 30%, and the transition probability between GOOD and
BAD states is nearly zero. This consistency between the simulation
and the real-world data underscores the accuracy and reliability of
our HMM approach.

Figure 5 depicts the relationship between SNR and PDR from
the simulation data, including the cluster boundaries for BAD,
MEDIUM, and GOOD. These clusters were chosen this time based
on the simulation data also using the KMeans algorithm, resulting
in clusters similarly distributed to those observed in the sea trial
data. As in the empirical data, the PDR generally increases with
rising SNR. The distribution of PDR values across the three clus-
ters closely mirrors the distribution observed in the sea trial data.
In the BAD cluster, low PDR values dominate, while the GOOD
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Figure 5: Relationship between SNR and PDR with cluster
boundaries from simulations.

cluster is characterized by PDR values close to 1.0. The MEDIUM
cluster again shows a mixed range of PDR values. In the figure, the
same 4 curves associated with the 4 profiles of the chosen adaptive
modulation, as in Figure 2, emerge more clearly. This is because the
PDR was obtained using the logistic regression formulas presented
in [3], directly from the obtained output SNR:

𝑃𝐷𝑅 =
1

[1 + 𝑒−𝑘 (𝑆𝑁𝑅𝑜𝑢𝑡−𝑥0 ) ]
, (5)

where 𝑥0 is the value of a sigmoidmidpoint, while𝑘 is the logistic
growth.

4 Conclusions
These results demonstrate that our simulation model successfully
replicates the dynamics observed in real-world underwater commu-
nication channels. The simulated channel includes the Urick-Thorp
formula with additional fading, modeled with a Hidden Markov
model. The transition probabilities and state distributions from the
simulations reflect those seen in the empirical data, validating the
effectiveness of our HMM approach. The consistency between the
SNR-PDR relationship in the simulation and the sea trials further
confirms the model’s accuracy in capturing the behavior of under-
water communication channels. This alignment of results not only
validates our model but also enhances confidence in its predictive
capabilities for future studies. The penalty values, which represent
the signal attenuation due to fading, are particularly challenging
to predict and must be calibrated against real-world data to ensure
accuracy. Moving forward, future research will aim to automatically
infer the penalties induced by fading and incorporate these into
the propagation loss model.
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